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Abstract
As technology rapidly advances, the number of devices constantly communicating, trans-
mitting and receiving data through the cellular networks keeps rising, posing an unprec-
edented load on them. Such an increase calls for establishing new methods to manage these 
devices as well as utilize the data produced by them to establish network architectures that 
can prevent cellular networks from overloading. To achieve the desired results, we need to 
optimally allocate network resources to existing users. Resource allocation has traditionally 
been considered an optimization problem where proposed solutions are hard to implement 
in real time, resulting in the use of inferior solutions with reduced produced performance. 
With the introduction of Machine Learning, we propose three mechanisms, intending to 
utilize network data to improve real time network performance. The first mechanism, a 
Decision Trees based mechanism aims to improve real time decision making by predict-
ing the optimal matching of users and Base Stations. The second mechanism, a K-means 
based mechanism intends to tackle network congestion and ensure uninterrupted Quality 
of Service by predicting the optimal coordinates for placing Base Stations along the net-
work based on traffic data. Finally, a Regression based mechanism manages to predict user 
movement along the network, resulting in improved resource management and reduced 
energy waste. These mechanisms can work cooperatively, essentially establishing a net-
work architecture that utilizes prediction to efficiently allocate users and manage available 
resources.
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1 Introduction

The prosperous emerge of Internet of Things (IoT) and other network innovations, has 
resulted in an immense increase in the number of devices, mobile or not, connected to 
the internet. These new devices include mainly computers, mobile devices such as smart-
phones and various sensors, eligible to be used in a variety of occasions such as medicine 
[1] or agriculture [2]. The computing power of these devices seems to increase exponen-
tially over the years allowing them to be utilized for a plethora of applications, sometimes 
even creating the need for new ones. As a result, this massive increase in the volume of 
interconnected devices has created the need for a complete redesign of current cellular 
infrastructures to facilitate the introduction of new technologies and mechanisms.

Cellular networks need to evolve, so that they can sustain the introduction of such a 
multitude of interconnected sensors and devices. To cope with this unprecedented rise in 
the number of connected devices that seek to utilize their resources and the inevitable rise 
in the volume of data transferred through the network’s infrastructure, cellular networks 
need to innovate both in terms of infrastructures but also in the techniques utilized by them.

The first step was to evolve from Homogenous Networks. These generations of net-
works, consisted of Base Stations (BSs) of the same type, namely Macro cell Base Stations 
(McBSs), stations that feature the same characteristics throughout the entire network, such 
as in the number of users they are able to support [3]. These stations feature high Transmit 
Power (TP), ensuring high Signal to Interference plus Noise Ratio (SINR), especially in the 
Downlink (DL) direction, where most of the data traffic was produced. The Uplink (UL) 
direction, produced little data volume, so most efforts were based on efficiently handling 
DL [4]. As a result, all User Equipment (UE) was allocated on the same BS for both direc-
tions, taking into consideration only the produced DL performance.

Lately, with the introduction of new UE devices, the volume of data produced in the UL 
direction, has increased dramatically, establishing the need for methods that are efficient 
both for UL and DL. To cope with the volume of connected UEs, Heterogeneous Networks 
(HetNets) emerged. These networks are extremely dense both in terms of the total volume 
of connected users and devices as well as the number of Access Points (AP) they encapsu-
late. These APs will feature multiple Radio Access Technologies (RATs), effectively mul-
tiplying the complexity of the network, but also increasing its capabilities in terms of the 
volume of applications it caters for [5]. The volume of such APs will need to be sufficient 
in order to care for the demands posed by users. In HetNets, different network components 
should work together to serve various types of traffic with different demands in QoS and 
coverage.

The fifth generation of networks (5G Networks), is in core a HetNet. These networks incor-
porate smaller BSs, Smallcell Base Stations (SBSs), stations that can be further categorized 
into different categories based on their TP. These different types of stations feature different 
coverage areas and they intend to help resolve the lack of available network resources espe-
cially in the sub-6 GHz access network [6]. 5G networks will incorporate BSs of various sizes. 
The prominent BS type remains McBSs, with SBSs being scattered in the network among the 
McBSs’ vicinity [7]. In this generation, the technique of Downlink and Uplink Decoupling 
(DUD) ensures that users enjoy the highest possible QoS for both UL and DL. It separates 
both directions and allows users to associate with the best serving BS, either McBS or SBS 
for both [8]. Several approaches have been discussed. In some scenarios, SBSs are assigned to 
McBSs [9], meaning that selecting a SBS for user allocation is heavily governed by its associ-
ated McBS, while other approaches consider all BSs independent, regardless of their type. 
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The second approach is the one we follow in the research of this paper. This ability to connect 
users to various BSs has a massive impact on resource management, since we have to take into 
consideration the possibilities of hand-off in different cells [10]. So far, these networks have 
been proved quite efficient, being able to encapsulate any type of connected device and satisfy 
a respectable number of users with acceptable QoS.

Like all previous generations, with the increase in the volume of connected UE and the 
produced data traffic, 5G Networks will inevitably face various issues, such as real time deci-
sion making and security. Many of the newly developed applications that are served from 
5G networks, impose severe requirements in terms of the required data rate as well as the 
latency required, especially in real time applications. In this aspect, Machine Learning (ML) 
can be utilized to complement existing network infrastructures and mechanisms and improve 
their efficiency in resource management and real time performance. Efficient real time deci-
sion making is extremely important since it guarantees that users are served according to their 
current state and needs, effectively minimizing resource waste. ML is already proven a very 
powerful tool to improve network performance and decision making, which in turn improves 
network scheduling [11].

The massive data volumes produced in 5G Networks, should be utilized to improve net-
work performance. All ML based techniques are dependent on data to produce results. They 
have different demands in terms of the quantity of data necessary or even the type of data 
available. We should always take into account the application of the technique and the desired 
level of accuracy produced from the model. For example, when using sensor data for autono-
mous driving, we should prioritize the accuracy of the produced data and their instant trans-
mission and processing. Here we have an application where accuracy and QoS are extremely 
critical. Other applications might be more resistant to lower accuracy data.

In this paper we will utilize ML to improve user allocation and resource management on 
5G Networks. We will propose three ML based mechanisms, that can work individually or 
collectively to achieve this goal. The first proposed mechanism is based on Decision Trees. 
It can be trained on data produced by already deployed networks to predict the optimal user 
allocation on any network implementation, removing the need to constantly assess metrics, 
as it is dictated on traditional user allocation techniques. In the second proposal, we suggest a 
model to predict the optimal positioning of SBSs in the network. This mechanism utilizes the 
K-Means clustering algorithm to produce cluster centers, whose coordinates we then suggest 
as candidates for repositioning SBSs, considering that user distribution, varies from day to day 
but it usually follows the same patterns. For the third mechanism we utilize Regression to try 
and predict the path followed by a pack of users. Our proposals can be utilized on deployed 
networks for instant user allocation or be utilized for efficiently expanding already deployed 
network infrastructures.

In remaining sectors, we present our full proposal. Section 2 focuses on the related work. 
In Sect. 3 we present the system model of our research and in Sect. 4 we will present the ML 
mechanisms. Section 5 presents the simulation parameters while Sect. 6 presents the simula-
tion results. In Sect. 7 we deliver our conclusions and in Sect. 8 we make suggestions on how 
ML can be introduced in future research.
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2  Related Work

The application of ML in computer networks has been steadily increasing. So far net-
work application of ML in computer network includes among others the research in 
[12], where the authors suggest exploiting the data stored in the cloud to search for 
optimal or near optimal solutions on historical scenarios. They suggest classifying 
these solutions, extracting their similarities and utilizing them to produce a ML based 
resource allocation scheme, running on BSs to ensure efficient allocation of radio 
resources. In the same concept the authors of [13] train two neural networks to come 
up with a near-optimal algorithm to redistribute corporate users among BSs. In [14], 
the authors apply ML to create a decentralized solution for the combinatorial network 
optimization problem. For their work they utilize Multi‐class support vector machines 
and artificial neural networks to perform network offloading. Their goal is to minimize 
network resource consumption based on user allocation and range extension.

Other notable works include the work of [15], where the Serf-Organizing Map 
(SOM) algorithm was applied on cellular networks. Their method was heavily based on 
data, modelling network trends, with the purpose of optimizing the performance of cells 
in future network infrastructures. In [16], we see an extensive research on how several 
ML algorithms are suited for use in cyber-security. This paper discusses several algo-
rithms, some of which are existent in our paper as well, further strengthening the notion 
that ML is a powerful tool with many applications in computer and cellular networks.

With IoT deployed in multitude of scientific areas, the authors in [17] aim to utilize 
various IoT resources dynamically to facilitate user demands. They propose a service 
resource allocation approach that minimizes Device to Device (2D) data transmissions 
for all network users while trying to cope with all the restraints set by the desired appli-
cation. In their research, the resource allocation problem is considered to be a variant 
of the degree-constrained minimum spanning tree problem. In the end, the authors effi-
ciently applied a genetic algorithm in an attempt to reduce the time necessary to pro-
duce a near-optimal solution. In a similar fashion the authors in [18] proposed a genetic 
algorithm for load balancing in fog IoT networks. Their proposal yields interesting 
results, and offers acceptable performance especially when the number of users per cell 
remains low. Research is deemed necessary to improve the produced results that as the 
number of users per cell increases.

The paper in [19] proposes a joint sub-channel and power allocation algorithm for 
D2D communication based on Non-Orthogonal Multiple Access (NOMA) trying to 
maximize energy efficiency in the UL direction and increase the total throughput of the 
established communications. The algorithm uses the Kuhn-Munkres (KM) criterion 
to allocate resources for each D2D communication. The produced simulations show-
case impressive results with the proposed algorithm outperforming current in-use algo-
rithms both in terms of energy efficiency as well as throughput under different network 
conditions.

The survey of [11] showcases the state-of-the-art applications of ML in wireless 
communication and discusses several unresolved problems and issues that are still in 
need of research. They study several topics, surveying ML based approaches proposed 
for insuring the efficient operation of wireless networks. Utilizing ML will not only 
improve network performance, but it will also help all research fields that want to, or 
already utilize it. As stated in [20], network optimization can be proven beneficial for 
ML workflow and bring performance gains in the deployment of ML techniques.
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3  System Model

For our simulations we consider a HetNet, with multiple McBSs and SBSs. All BSs are 
allowed to serve any user in their coverage area as long as a successful association is pos-
sible. We utilize the Normal and Uniform distributions to calculate the spawn points of 
the users to create a viable and life-like environment, where users are realistically placed 
in the network. In future network deployments we expect a massive rise in the number of 
UEs trying to utilize the network’s resources. To produce realistic results, we will test our 
simulations with a varying number of users, ranging from 10 to 1000 users in the three 
proposed mechanisms. Starting from a small number of users and steadily increasing it 
allows us to check the limits of our networks as well as pinpoint its weaknesses in various 
congestion scenarios.

To accurately depict user demands, we consider that all users have predefined demands, 
namely a desired Data Rate (DR) and an expected Quality of Service (QoS). To solidify a 
life like environment, we try to simulate a typical metropolitan area network scenario. Con-
sidering that most real-life networks suffer from great Non Line Of Sight (NLOS) issues, 
we have developed a network that features more SBSs compared to McBSs. These SBSs 
aim to alleviate congestion in areas with high user density, or in areas where McBSs offer 
little to no coverage such as indoor underground areas.

We begin by presenting the network layout. In our simulations we have a number of 
McBSs, represented as M (M = 1, …, |M|) and SBSs, represented as S (S = 1, …, |S|). 
The number of both McBSs and SBSs remains the same across all simulations. For all 
mechanisms, the positions of McBSs also remain the same, while the coordinates of SBSs 
are re-evaluated for the second mechanism. Our network also features a number of users 
(UEs) represented as U (U = 1, ….,|U|). All network connected users have predefined DR 
demands for both the DL and UL direction. As a result, traffic is split into two networks, 
one for transmitting and one receiving data (UL Network and DL network), as DUD dic-
tates. We consider that all BSs, either SBSs or McBSs are independent, each one able to 
satisfy a user as long as it is deemed as the optimal BS to do so. All defined BSs have lim-
ited resources and consequently they can only satisfy a limited amount of users at the same 
time. All BSs of the same type have the same resources available, but the number of users 
they can serve varies based on the individual user metrics.

To compute the required RBs required by any user (e.g. user j) from the associated BS, 
we use the following formula:

where Tj denotes the UE throughput demands, BRB is the bandwidth of any RB and SINRj,i, 
is the SINR between a BS and an associated user. We consider that RBs cannot be split, so 
the result of the above formula is instantly increased to the nearest bigger integral. For both 
UL and DL rate calculation is as follows:

where R is the produced rate, SINR is the Signal and Intereference to Noise Ratio and BW 
is the bandwidth.

To calculate Pathloss (PL) for any type of BS we will use the following formulas, fol-
lowing the distance dependent Pathloss model, where PL is based on the user-BS distance 

(1)RBj,i =
Tj

BRB log2
(
1 + SINRj,i

) ,

(2)R = BW log2 (1 + SINR),
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and the pathloss exponent. We present two equations, one for the Pathloss when connect-
ing to a McBS and one for when connecting to a SBS. Pathloss expresses the signal loss 
experienced by any user, comparatively to how strong the signal was when it was emitted 
from the BS.

where d is the distance between a user and its serving BS.
The following formulas calculate the Signal to Interference and Noise Ration (SINR) 

for the DL and UL directions. This metric represents a ratio, namely the strength of the 
signal received by the receiving antenna and can be calculated as:

Here, SINRXX
i,j

 corresponds to the SINR between a user j and its corresponding BS i, PUE 
corresponds to the TP of the UE, while PBS is the TP of the BS, whether it is a McBS or 
a SBS. Regarding noise and interferences, N corresponds to the Noise power while I cor-
responds to the total interferences [21]. To calculate noise, we use the following formula:

where N is the noise power. D corresponds to the distance between the UE and the BS in 
question, while a is the Pathloss exponent, set as 3.6 for SBSs and 4 for McBSs. In our sim-
ulations fading and shadowing are ignored. All antennas of the same type feature the same 
transmit power set as 50 dBm for McBSs, 24 dBM for SBSs and 20 dBm for UEs. For our 
simulation, by applying ML we expect to improve real time decision on associating users 
and BSs, by minimizing the amount of calculations necessary. We expect to minimize the 
distance of users and SBSs and be able to predict user movement in the network to mini-
mize wasting of network resources. All these are only possible through ML. According 
to [22], ML is the process of building algorithms that not only work on data to produce 
results but can also be trained on them to make predictions and improve. ML models do 
not follow static instructions like regular algorithms but make data-driven decisions. For 
our research we will utilize the three following ML techniques:

3.1  Decision Trees

A decision tree is a structure that creates a tree like presentation to model decisions and 
estimate the possible outcomes. It creates a rooted tree. It has a node called “root” with 
zero incoming edges and nodes feature only one incoming edge. All these nodes represent 
a test on an attribute, based on a designated function. In fact, they split the instance space 

(3)PLM = 128.1 + 37.6 log10 d,

(4)PLS = 140.1 + 36.7 log10 d,

(5)SINRDL
i,j

=
PBS

N + I
,

(6)SINRUL
i,j

=
PUE

N + I
,

(7)N = NDa,
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into two or more sub-spaces, effectively producing branches that represent the outcome 
of the test, a class label. Nodes that have no outgoing edges are called leaves or decision 
nodes and are placed at the end of the tree. In a decision tree, based on a designated func-
tion each internal node.

In data mining a decision tree is a predictive model, that can be used both for classifiers 
and regression models, but they can also be used for classification tasks. In Decision tress, 
the leaves hold the information we seek from our model, and in order to receive answers, 
we need to follow the path from the tree root all the way down to a leaf [23]. In other 
words, by following this path we can view the decisions made by the Decision Tree leading 
to the leaf depicted result. Decision Trees in our simulations are used main.

3.2  K‑Means Clustering

Clustering is a method that is widely used for data mining and pattern recognition. It is 
a process of separating a set of points into groups that are referred to as “clusters”. All 
points that are placed in the same cluster are considered to be similar. The notion of simi-
larity between points represents the distance between the points. To measure the distance 
between points we can choose the desirable metric based on the data we want to group or 
the expected result we want to achieve. In this regard, points that have a small distance are 
placed in the same cluster and points with a large distance are placed in different clusters.

The K-means clustering algorithm is an unsupervised ML method. It assumes a 
Euclidean space, so the distance metric can be spatial and more specifically the Euclid-
ean distance. It also demands a predefined number of clusters. This is a major issue with 
the K-means clustering algorithm, considering that it is not always feasible to know the 
required number of clusters [24]. Using the Euclidean distance as the distance metric cre-
ates as a result, ball shaped clusters, shaped around the center of the produced cluster. 
Euclidean distance can be calculated as:

where xi and zi, are the coordinates of the points (user and BS) in question.
At the beginning of the algorithm, we need to assume some cluster centers, the same 

number as the number of clusters we expect to be produced. These centers can be random 
points, or we can select points from the dataset that are placed as far away as possible 
from one another. All the points in the dataset will then be assigned to their nearest clus-
ter, meaning the cluster with which they have the least Euclidean distance. The clusters 
grow as new points are added and as a result, with each addition their center is constantly 
re-evaluated. The process can stop when we have no more points to be clustered, as long 
as the clustering is reasonable. If necessary, the procedure can be repeated to improve the 
produced clusters by fixing the cluster centers and re-examine all data points.

(8)D = ||X−Z|| =

√√√√
n∑

i=1

(
xi − zi

)2
,
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3.3  Linear Regression

A method belonging to regression analysis, is Linear regression. It is a statistical tool that 
can be applied to a dataset aiming to define and quantify the relation between the consid-
ered dependent and independent variables. Using a linear regression model, is preferred 
because of two main advantages. Firstly, the model is descriptive. That means that it is 
helpful in analyzing the intensity of the produced association between the dependent vari-
able and the independent one. The model also allows for adjustment, meaning that it can 
adjust for the effect of covariates or the confounders [25].

In general, the linear regression analysis uses a mathematical formula to produce the 
association or relationship we mentioned before, between the dependent variable y and the 
independent variable x. Due to the nature of the mathematical formula used, the relation-
ship is always presented as a line. The utilized formula is the following:

where b denotes the regression coefficient and c is a constant.

3.4  Polynomial Regression

Regression analysis is widely used to identify the relationship between a dependent vari-
able and one or more independent variables. It is a very powerful statistical tool that is 
extensively utilized in various scientific sectors. Polynomial Regression is preferred in 
occasions where have reason to believe that the relationship between the two variable is not 
linear but curvilinear. It is a special case of multiple regression, with only one independent 
variable X.

One-variable polynomial regression model can be expressed as polynomial regression 
model by the following formula [26]:

where k is the degree of the polynomial that is equal to the order of the model.

4  Proposed Mechanisms

In this sector we will present the three proposed mechanisms. Each mechanism targets to 
provide a solution for a different networking issue. The first mechanism utilizes ML to pre-
dict user allocation based on previous network data, the second mechanism can be utilized 
in predicting the best coordinates for placing network infrastructure while the third can be 
implemented to predict user movement in the network, when necessary.

(9)y = bx + c,

(10)yi = �0 + �1xi + �2x
2
i
+ �3x

3
i
+⋯ + �k�

k
i
+ ei, i = 1, 2,… , n
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4.1  Mechanism for Predicting User Allocation on BSs

The first mechanism is based on Decision Trees. This mechanism aims to predict the best 
allocation scheme for users on the available BSs. The mechanism requires a training data-
set to be able to perform. The dataset should be produced by a deployed network, asso-
ciating users to BSs, based on the desired metric. In this regard, we begin by creating a 
network and scatter users using the uniform distribution. As the preferred metric for asso-
ciation, we will use SINR in both UL and DL.

As a result, the association produced by our prediction model will match UEs to BSs 
based on SINR performance. When the network model has completed associating users 
and BSs, the produced allocation results will be saved on a dataset. The dataset includes 
the coordinates of each user in the network, as well as their matching BS for both the DL 
and UL direction. This dataset is then used to train our ML based model, as well as testing 
its prediction accuracy.

The size of the dataset is dependent on the number of users deployed in the network. 
We simulate our network with 200, 500 and 1000 users, and on each occasion a different 
dataset is created with the same size as the number of users in the simulation. The produced 
dataset will be split into two different datasets. The first one will be used for training the 
model while the second will be used to test its accuracy. We will test the mechanism with 
three ratios of training/test dataset relatively to the original dataset. This is a necessary step 
to examine issues of overfitting and underfitting for future deployments. After the training is 
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Fig. 1  Flow chart for first mechanism

completed, we use the test dataset to calculate its produced precision for all dataset sizes and 
assess its performance. In essence, we propose a mechanism that given historical data about 
the optimal associations between BSs and users, is able to predict future matchings without 
the need of performing the same number of calculations using network parameters (Fig. 1).

4.2  Mechanism for Efficient Placement of SBSs

The second proposed mechanism is based on the K-means Clustering algorithm. This tech-
nique can be used to identify the optimal position for placing (or replacing) SBSs across 
the network, to maximize the amount of users satisfied by our network and avoid network 
congestion. All users are distributed uniformly across the network, following a realistic 
deployment scenario and placing similar load on BSs on the entirety of the network.

All users deployed are then classified into groups called clusters, based on their coordi-
nates. Users that are closer together, will be placed in the same cluster. To define the spatial 
distance between users we use the Euclidean distance. To cluster users we use the K-Means 
clustering algorithm. The algorithm begins with a set of empty clusters. By assumption, we 
consider the number of clusters to be the same as the number of BSs in the network. For 
our simulation we consider 42 BSs so we have 42 clusters.

The algorithm classifies users into clusters based on their spatial distance from the clus-
ter center. When a new user is allocated into a cluster, the cluster center changes so its 
coordinates should be calculated again, taking into account the new user. The algorithm 
will not stop unless all users are allocated into a cluster. We can consider that each user 
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carries a weight, so all users should be considered in order to produce cluster centers that 
can be utilized in the prediction.

After the successful completion of the algorithm for each of these final cluster cent-
ers, we calculate their distance from all BSs to identify the closest BS. Considering that 
McBSs are stationary and cannot be moved, the coordinates of cluster centers that are close 
to McBSs are ignored, while the coordinates of cluster centers that are placed near SBSs, 
are considered to be the new coordinates for placing the SBSs. For example, in our simula-
tions we can produce the optimal coordinates for 29 out of the 42 total BSs in the network. 
Finally, we restart the simulation with the new SBS coordinates. We will then compare the 
network performance using “random” coordinates for SBS positioning (the first case) and 
the K-Means based positioning scheme we proposed (Fig. 2).

4.3  Mechanism for Estimating User Movement in the Network

The third proposed mechanism is based on Regression, both linear and polynomial and it 
aims to define the most accurate method to predict how users move across the network. To 
showcase our mechanism, we only study a limited number of users, more specifically a set 
of 10 users, that want to move across the network together following a path, with no users 
stranding from the group. We consider that our users have a beginning position in the net-
work and a destination.

Considering that these users are not stationary, we need to study the network across ten 
instances, a number enough to showcase the path they want to follow. To model the users’ 
movement across the network, we used the Normal distribution. We decided to use that 
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distribution, firstly because we wanted to ensure that the users’ movement was not random, 
ensuring this way that their path can be predicted. Secondly, we wanted to make sure that 
the set of users would move across the network in a single direction to avoid cases where 
users would just move about in a specific area.

In every instance of the network, this group of ten users can be considered as a cluster 
of users and is depicted as such. In more detail, we calculate the coordinates for all ten 
users, across all ten instances of the network. For each instance we cluster them and rep-
resent them by the cluster center which is used to showcase the group’s path across the 
network. The users start from a specific location in the network. They want to move along 
the network. For the sake of our mechanism, we consider that our users, only move in a 
single direction and that they all move together. We study our users on ten instances of the 
network, starting from their beginning to their destination.

Our mechanism then uses both Linear and Polynomial regression to estimate the path 
that these users follow. After the path is estimated we will them compare the produced 
path from both models to the actual path, that the users followed. If we can successfully 
predict the path followed by the users, we can utilize this information to utilize the net-
work’s resources accordingly. For example, in our simulations we expect to produce a good 
approximation of the cluster centers for all ten time instances, so we can we can shut down 
all SBSs that are far away from the path followed (Fig. 3).

5  Simulation Setup

This section contains the parameters we used to model the 5G network. To simulate the 
network and implement our proposed mechanisms, we chose the Python programming lan-
guage since it incorporates predefined functions and models for a plethora of ML tech-
niques, making it a powerful and respectable tool for ML centric simulations. The pro-
duced network for the first two mechanisms can be seen on Fig. 4. This network consists 

Fig. 2  Flow chart for second 
mechanism
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Fig. 3  Flow chart for third 
mechanism



1468 C. Bouras, R. Kalogeropoulos 

1 3

Fig. 4  Network deployment for the first two mechanisms

of 13 McBS, 29 SBSs and indicatively 200 UEs. McBS are depicted by big triangles in 
the middle of each hexagon, SBSs are depicted as “Y” figures scattered along the McBSs’ 
vicinity and UEs are depicted as colored bullets. Users depicted by the same color of bul-
lets can be considered a cluster.

For the first two mechanisms we have the same number of users. The users are distrib-
uted in the network using the uniform distribution. This ensures similar load on all BSs 
across the network. Clustering of users is produced using the K-Means clustering algo-
rithm, and user distance is counted using the Euclidean distance. For this simulation we 
consider the same number of clusters and BSs. This way we expect to extract conclusions 
about the optimal position for all BSs. In the same way if we want to minimize the number 
of BSs in the network (available only by reducing the number of SBSs) or increase it, we 
can use the same mechanism, with a smaller/larger number of clusters.

For the third mechanism, we intent to create a predictive model for the movement of 
users. In order to be able to follow their movement, we limit the number of users in the 
network to 10 users. These users are considered as a pack, meaning they all want to move 
from the same place to another place, following a similar path, with no user stranding from 
the others. The beginning position of the pack of users can be seen in Fig. 5 and their final 
position can be seen in Fig. 6.

To simulate their movement, we use the normal distribution. Our distribution choice 
enables us to simulate a single-direction path, that is not random, so that we can actu-
ally try to simulate and predict it. Users move along the x-axis of the network. To study 
their movement, we examine the network on ten time instances. On each instance, all the 
users have a distinct position in the network, that is different from their position in previous 
and next instances. For each instance, the pack of ten users, is considered to create a clus-
ter, with a distinct cluster center that represents it. All 10 cluster centers indicate the full 
path followed by the users. Representing all users with a single point, allows us to use the 
Regression model to try and predict their path along the network. For all our simulations, 
the parameters can be seen on Table 1.
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6  Results

In this section we will present the results produced from the three mechanisms. In all 
cases, the network topology and infrastructure remain the same. For the first two sce-
narios, we consider the network in a single instance, effectively meaning that users are 
static. The first mechanism is making predictions for the optimal user allocation, so 

Fig. 5  Starting position for all users

Fig. 6  All users reaching their destination
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we will study its prediction accuracy. In Fig. 7, we can see and compare the produced 
results for a dataset of 200 and 500 and 1000 users.

The dataset produced by the conventional networking model is split on two parts, a 
training set, used for training the model and a test set, used for testing it. In the results 
depicted, we consider a fixed relation between the size of the training dataset and the 
test dataset, with the first being 80 percent of the size of the original dataset and the 
second being 20 percent. Starting from 200 users, in the UL direction we get a precision 
value of 0.625 while DL direction gets a value of 0.85. Increasing the number of users 
(and the size of the dataset), we see a significant increase in the produced accuracy, with 
UL direction getting a value of 0.73 and DL direction getting a value of 0.92. Finally, 
with a dataset of 1000 users, we see another improvement, with the produced accuracy 
rising to 0.85 for the UL direction and to 0.935 for the DL direction.

Next, we want to understand how the size of the training dataset and test dataset (in 
relation to the original dataset) affects the produced accuracy. Starting with the DL direc-
tion, on Fig. 8 we see that the higher the size of the training dataset in relation the original 
dataset, the better the prediction accuracy is. For the cases of 200 users we see a mas-
sive improvement as the size of the dataset increases. After 500 users, we see that the 

Fig. 7  Accuracy of predictions for DL, UL (test dataset of size = 20% of the original dataset)

Table 1  Simulation parameters Parameter Setting

Macro cell Transmission Power 50 dbm
Smallcell Transmission Power 24 dbm
User Equipment Transmission Power 20 dbm
McBS Pathloss exponent 4
SBS Pathloss exponent 3.6
Network Deployment 13 Macro cells, 29 Smallcells
Number of users 10, 200, 500, 1000
Stationary User Distribution Uniform Distribution
Moving User Distribution Normal Distribution
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differences begin to be limited. That means that with 500 users we have reached a point 
where, the original dataset is big enough to accommodate for higher splitting ratios, 
between training and test dataset.

In Fig.  9, we can see the produced results for the UL direction. Following the same 
trend as the DL direction, for 200 users we see a massive improvement in the produced 
accuracy when the size of the training dataset is 90% of the original dataset. For 500 users 
we see an anomaly as the accuracy is better when the test dataset is 40% of the original 
dataset rather than when it is 20%. Results like that are expected considering the complex-
ity of such predictions, especially for the UL direction. For 1000 users, the model works as 
expected, with the accuracy being better as the size of the training dataset increases. The 
above results indicate that the dataset of 1000 users is a minimum requirement to avoid 
issues of underfitting in our model and our network.

Taking into account the size and complexity of our simulation environment, it is safe 
to say that for larger simulation environments a larger dataset is necessary to produce 
accurate results. The produced results showcase that using ML based techniques can be 
quite accurate for allocating users in the network. For associating users and BSs, many 
metrics are taken into account, making it quite a complicated procedure. In the results 
presented above we see that the predictions for the DL direction are far superior to the 
ones for the UL direction. Considering that most users are associated with McBSs for 
the DL direction and that McBSs are a minority in our network, we expect the model to 
be more precise in this case, since it has a small pool of BSs to choose from, for asso-
ciating users. For the UL direction, we see that indeed an increase in the dataset size 
massively improves the prediction accuracy. That is to be expected, since a larger pool 
of available BSs, significantly complicates the decision process, and a larger dataset size 
enables our model to pinpoint all connections between the data parameters and under-
stand the patterns on allocating users to BSs.

The allocation techniques that exist are quite extensive and very accurate on select-
ing the BS that best matches each user. This means that they can be used as a pretty 
good source for creating accurate datasets to use for ML models training. In real world 

Fig. 8  Accuracy for the DL direction (test dataset of size = 10, 20, 40% of the original dataset)
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scenarios, this can lead to a massive improvement in real time performance for the net-
work. Classic user allocation models take into account multiple metrics and network 
parameters and as a result they suffer from high complexity. Utilizing ML based mod-
els that are trained on datasets produced from classic allocation models, results in bet-
ter real time decision making since a simpler model features much better time com-
plexity, that can produce reliable results even in cases with limited network processing 
resources.

The produced clusters and their respective cluster centers produced from the second 
mechanism can be seen on Fig. 10. They are depicted as black bullets in the center of 
the clusters and all users belonging to the same cluster are depicted as bullets of the 
same color. Repositioning of McBSs is not possible so we only care about the cluster 
centers near SBSs. So we will ran our simulating using the cluster center coordinates as 
the SBSs’ coordinates.

After running the simulation again, the proposal produces smaller average distances 
between cluster centers and the closest available SBS. Such a result guarantees less 
pathloss and signal deterioration for all allocated users. This along with the improved 
SINR values, since SINR is dependent on the distance between users and BSs, will 
result in increased DRs and total network throughput. The above ensure better overall 
usage of the available network resources. Users will fulfill their DR demands, request-
ing less RBs from their matching BSs, meaning that more users will be able to connect 
with each BS. Since cluster centers that are closer to McBSs, have not been considered, 
the average distance between users and McBSs remains the same, resulting in minimal 
changes in the DL direction, where most users are satisfied by McBSs.

Next, we study the number of successful user associations after using the coordinates 
produced by the second mechanism. In Fig. 11, we see that the number of associated users 
in the UL direction is improved over the previous simulation. Considering the size of the 
network and that the new positions are not very far away from the previous iteration, it 
is crucial that we still see an improvement over the random positioning of SBSs. These 
results are in order with the results in [21], where the authors attempt to better utilize SBSs 

Fig. 9  Accuracy for the UL direction (test dataset of size = 10, 20, 40% of the original dataset)
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in the UL direction. Similarly with our proposal, SBSs yield better metrics for users, result-
ing in higher association levels in the UL direction where they are prominent. In a larger 
network, where SBSs will be placed in entirely different locations we expect the number of 
associations to see massive improvements. This is of course subject to small changes, since 
we can never fully model the spawn points of users in any network, at least until now.

Since the basic allocation mechanism remains the same in both cases, the users are 
matched with their optimal BS, meaning they enjoy the higher SINR available and QoS 
possible. The results indicate that our suggestion can indeed improve achieved perfor-
mance, but mostly they indicate that our proposal can be utilized for refining or expanding 

Fig. 10  200 users, split on 42 clusters

Fig. 11  Successful associations for various volumes of users
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the existent network infrastructures, where SBSs are concerned. While the DL direction, 
seems relatively unaffected, our proposal will improve both UL and DL, since better SBSs 
placement can reduce occasions of overloading BSs. That will result in a higher offered 
QoS for both directions and an improved total network throughput.

For the third mechanism, we use two models. The first one is based on Linear Regres-
sion, while the second one is based on Polynomial Regression. We want to compare their 
performance and establish if there is a model best suited for our mechanisms’ goals. In 
Fig. 12, we can see the users’ entire path along the network. Our users set on a path that 
spans the entirety of the network. While our users constantly move until they reach their 
destination, we only depict 10 of their instances, that cover the entire path.

At first, we try to simulate their movement, using Linear regression. The results can be 
seen in Fig. 13. Linear regression can only predict values along a straight line. As we can 
see this model’s performance is very poor for our desirable goal. The predicted path does 
not accurately predict the coordinates, for any cluster center, making this model unaccep-
table in occasions, where we need precision for the clusters’ coordinates, such as occasions 
where we need to pinpoint users’ location, e.g. outdoor localization for safety purposes.

Next, we study the results of Polynomial Regression as seen in Fig. 14. Polynomial 
Regression is able to predict with very high accuracy the path followed by the users. Its 
performance is far superior to linear regression. That is to be expected since the move-
ment of the users, is never really linear. This method can not only depict the path with 
extreme accuracy but it is also able to pinpoint the exact location of the group at any 
instance. As a result, it is a very reliable method to use for safety applications where we 
want to locate users for safety reasons. Our results are similar to the research provided 
in [27], where the authors examined the accuracy of Polynomial regression and pro-
duced similar results.

In terms of network performance, such a result enables us to achieve massive energy 
gains. For example, if we can predict the path for all users in the network, we can pinpoint 

Fig. 12  Presentation of the path followed by the set of ten users
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all the BSs in the network that are so far away from the predicted path and shut them down 
to minimize energy waste. In our case we see that more than 16 SBSs can be shut down.

A comparison between the results produced from Linear and Polynomial Regression 
can be seen in Fig. 15. The instance predictions from Linear prediction are shown as black 
bullets, the ones from Polynomial Regression are shown as green bullets, while the pre-
dicted path is shown as red bullets. We can see how close Polynomial Regression is to 
accurately predict the path.

Fig. 13  Prediction with Linear Regression

Fig. 14  Predictions using Polynomial Regression
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Our proposals show promising results for ML. It is therefore inevitable to integrate it in 
cellular networks. By doing so we can begin to see important benefits on both user alloca-
tion as well as resource management. These methods represent only a small fraction of 
the applicable ML mechanisms. Utilizing them can result in immediate user allocation, 
minimizing the usage of network resources, ensuring better decision making and providing 
high QoS for all devices in the network. The importance of predictions is immense and is 
dictated as we move towards more user-centric and smart network architectures.

7  Conclusions

Concluding our research, we are certain that with IoT emerging, the integration of ML 
in computer networks is undoubtfully going to increase network performance. The vol-
ume of interconnected devices is massively increasing, posing unprecedented burden in 
the network infrastructures and dictating a fruitful utilization of the available resources. 
Such a burden can significantly affect real time performance considering the amount of 
calculations needed for establishing the association between users and BSs and sharing of 
the network’s resources. On the other hand, if optimal associations cannot be met, then we 
risk an inefficient utilization of the available resources, all of which massively impact the 
network’s performance and the perceived QoS for the users.

Presenting our three mechanisms we expect to successfully prepare computer networks 
for the introduction of such a volume of devices, provide the means to efficiently manage 
the network’s resources and improve real time performance. Our goal is to provide users 
with the experience they expect from the next generation of networks. With the models we 
presented above, we proved that ML models can be used to predict optimal user associa-
tion with BS’s in cellular networks, provided we have enough data to train the model on 
the preferred method of association. We provided a mechanism to optimally place SBSs 
in the network to complement the performance of the first mechanism and reduce waste 
of network resources. Finally, we implemented a regression mechanism to predict users’ 
movement along the network, a method with massive energy gains. We proved that ML can 
be a significant tool in improving network performance with a wide variety of applications.

Fig. 15  Comparison of linear and Polynomial Regression performance
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8  Future Work

Since ML techniques have been successfully applied to a plethora of other scientific sec-
tors, introducing it to networking is inevitable. Its utilization will grow more with the rise 
in the capabilities of all network connected devices. This creates an opportunity to enhance 
existing mechanisms, either by improving their performance or by enriching them with 
new characteristics. Future implementation of ML techniques in cellular networks should 
focus in improving resource management (especially in the frequency domain), and deci-
sion making. Especially the last, covers multiple issues, like network security or user per-
ceived QoS. ML can be implemented to instantaneously pinpoint malicious users that seek 
to sabotage the network, or users that bottleneck its resources.

Effectively managing such issues can have an exceptional result on network perfor-
mance. While ML can be a useful tool, when choosing a ML technique for implementa-
tion, we should always take into consideration the application targeted, the nature of the 
data provided and how critical is the achieved accuracy for our model. When the above 
have been carefully established, ML will undoubtfully skyrocket network performance and 
unlock new possibilities for network managers and users.
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