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Summary

It is known that multicasting is an efficient method of supporting group communication as it allows the trans-
mission of packets to multiple destinations using fewer network resources. Along with the widespread deploy-
ment of the third generation cellular networks, the fast-improving capabilities of the mobile devices, content
and service providers are increasingly interested in supporting multicast communications over wireless networks
and in particular over Universal Mobile Telecommunications System (UMTS). Multicasting is a more efficient
method of supporting group communication than unicasting or broadcasting, as it allows transmission and rout-
ing of packets to multiple destinations using fewer network resources. In this paper, the three above mentioned
methods of supporting group communication are analyzed in terms of their performance. The critical parame-
ters of primary interest for the evaluation of any method are the packet delivery cost and the scalability of the
method. Copyright © 2006 John Wiley & Sons, Ltd.
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1. Introduction

Universal Mobile Telecommunications System
(UMTS) constitutes the third generation of cellular
wireless networks which aims to provide high-speed
data access along with real time voice calls. Wireless
data is one of the major boosters of wireless commu-
nications and one of the main motivations of the next
generation standards [1].

Multicast communications for wireline users has
been deployed in the Internet for at least the past
10 years. The multicast transmission of real time mul-
timedia data is an important component of many cur-
rent and future emerging Internet applications, such as
videoconference, distance learning, and video distri-
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bution. The multicast mechanism offers efficient mul-
tidestination delivery, since data is transmitted in an
optimal manner with minimal packet duplication [2].

Although UMTS networks offer high capacity, the
expected demand will certainly overcome the available
resources. Thus, the multicast transmission over the
UMTS networks constitutes a challenge and an area
of research. Actually, the adoption of multicast routing
over mobile networks poses a different set of challenges
in comparison with multicasting over the Internet. First
of all, multicast receivers are non-stationary, and conse-
quently, they may change their access point at any time.
Second, mobile networks are generally based on a well-
defined tree topology with the non-stationary multicast
receivers being located at the leaves of the network tree.
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The construction of a source-rooted shortest-path tree
over such a topology is trivial and may be achieved by
transmitting only a single packet over the paths that are
shared by several multicast recipients. However, as a re-
sult of user mobility, there are several cases where this
simplified view of the mobile network is violated [3]. It
is, therefore, not appropriate to apply IP multicast rout-
ing mechanisms in UMTS, since they are not designed
to take into account the need for mobility management
that mobile networks require.

In this paper, we present an overview of three differ-
ent one-to-many packet delivery schemes for UMTS.
These schemes include the Broadcast, the Multiple
Unicast, and the Multicast scheme. We analytically
present these schemes and analyze their performance
in terms of the packet delivery cost and the scalability
of each scheme. Furthermore, for the evaluation of the
schemes, we consider different transport channels for
the transmission of the data over the Iub and Uu inter-
faces. Since the performance of these schemes depends
mainly on the configuration of the UMTS network that
is under investigation, we consider different network
topologies and user distributions.

This paper is structured as follows. In Section 2, we
provide an overview of the UMTS in packet switched
domain. Section 3 is dedicated to describing the re-
lated work, while Section 4 presents the Multimedia
Broadcast/Multicast Service framework of UMTS. In
Section 5, we present a number of alternative one-to-
many packet delivery schemes for UMTS. Following
this, Section 6 analyzes the different delivery schemes
in terms of telecommunication costs, while Section 7
presents some numerical results that characterize the
above schemes. Finally, some concluding remarks and
planned next steps are briefly described.

2. Overview of the UMTS in the Packet
Switched Domain

UMTS network is split in two main domains: the User
Equipment (UE) domain and the Public Land Mobile
Network (PLMN) domain. The UE domain consists
of the equipment employed by the user to access the
UMTS services. The PLMN domain consists of two
land-based infrastructures: the Core Network (CN)
and the UMTS Terrestrial Radio-Access Network
(UTRAN) (Figure 1). The CN is responsible for
switching/routing voice and data connections, while
the UTRAN handles all radio-related functionali-
ties. The CN is logically divided into two service
domains: the Circuit-Switched (CS) service domain
and the Packet-Switched (PS) service domain [1,4].
The PS portion of the CN in UMTS consists of two
kinds of General Packet Radio Service (GPRS) Sup-
port Nodes (GSNs), namely Gateway GSN (GGSN)
and Serving GSN (SGSN) (Figure 1). SGSN is the
centerpiece of the PS domain. It provides routing func-
tionality, interacts with databases (like Home Location
Register (HLR)) and manages many Radio Network
Controllers (RNCs). SGSN is connected to GGSN
via the Gn interface and to RNCs via the Iu interface.
GGSN provides the interconnection of UMTS network
(through the Broadcast Multicast–Service Center)
with other Packet Data Networks (PDNs) like the
Internet [1].

UTRAN consists of two kinds of nodes: the first is
the RNC and the second is the Node B. Node B con-
stitutes the base station and provides radio coverage to
one or more cells (Figure 1). Node B is connected to the
UE via the Uu interface (based on the Wideband Code
Division Multiple Access, W-CDMA technology) and

Fig. 1. UMTS and MBMS Architecture.
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to the RNC via the Iub interface. One RNC with all
the connected to it Node Bs is called Radio Network
Subsystem (RNS).

Before a UE can exchange data with an external
PDN, it must firstly establish a virtual connection with
this PDN. Once the UE is known to the network, pack-
ets are transferred between it and the network, based
on the Packet Data Protocol (PDP), the network-layer
protocol carried by UMTS. An instance of a PDP type
is called a PDP context and contains all the parame-
ters describing the characteristics of the connection to
an external network by means of end-point addresses
and Quality of Service (QoS). A PDP context is estab-
lished for all application traffic sourced from and des-
tined for one IP address. A PDP context activation is a
request–reply procedure between a UE and the GGSN.
A successful context activation leads to the creation
of two GPRS Tunneling Protocol (GTP) sessions, spe-
cific to the subscriber: between the GGSN and SGSN
over the Gn interface and between the SGSN and RNC
over the Iu interface. IP packets destined for an applica-
tion using a particular PDP context are augmented with
UE- and PDP-specific fields and are tunneled using
GTP to the appropriate SGSN. The SGSN recovers the
IP packets, queries the appropriate PDP context based
on the UE- and PDP-specific fields, and forwards the
packets to the appropriate RNC. The RNC maintains
Radio-Access Bearer (RAB) contexts. Equivalently to
PDP contexts, a RAB context allows the RNC to re-
solve the subscriber identity associated with a GTP-
tunneled network packet data unit. The RNC recovers
the GTP-tunneled packet and forwards the packet to
the appropriate Node B. Finally, a Tunnel Endpoint
IDentifier is used across the Gn and Iu interfaces to
identify a tunnel endpoint at the receiving network
node [4].

In the UMTS PS domain, the cells are grouped into
Routing Areas (RAs), while the cells in a RA are fur-
ther grouped into UTRAN Registration Areas (URAs).
The Mobility-Management activities for a UE are char-
acterized by two finite state machines: the Mobility
Management (MM) and the Radio Resource Control
(RRC). The Packet MM (PMM) state machine for the
UMTS PS domain is executed between the SGSN and
the UE for CN-level tracking, while the RRC state ma-
chine is executed between the UTRAN and the UE for
UTRAN-level tracking. After the UE is attached to the
PS service domain, the PMM state machine is in one
of the two states: PMM idle and PMM connected. In
the RRC state machine, there are three states: RRC
idle mode, RRC cell-connected mode, and RRC URA
connected mode [5].

3. Related Work

Several multicast mechanisms for UMTS have been
proposed in the literature. In Reference [6], the authors
discuss the use of commonly deployed IP multicast
protocols in UMTS networks. Three potential Internet
multicast architectures are analyzed. The first is the ex-
isting multicast architecture that is standardized as an
optional feature in the UMTS networks. In this archi-
tecture, the IP multicast routing protocol is terminated
in the gateway between the Internet and the UMTS
network. This solution requires few multicast aware
UMTS nodes. However, this architecture does not
provide any bandwidth savings in the UMTS network.
The two other designs are Internet multicast archi-
tectures where the multicast functionality is pushed
successively further out towards the UMTS terminal.
These two architectures require multicast awareness
from an increased number of UMTS network nodes.
Higher complexity is introduced to achieve network
resource savings. The presented multicast mechanism
employs the Internet Group Management Protocol
(IGMP) for group management and relies on the stan-
dard hierarchical tunneling of UMTS for distributing
multicast packets to the group. The hierarchical tun-
neling mechanism of UMTS, however, does not lend
itself to efficient multicast packet delivery, since each
tunnel may only be established for a single subscriber.
Considering a group of N multicast users, a single
multicast packet must be duplicated and transmitted
N times throughout the network in order to reach all
the destinations. Depending on the distribution of the
multicast users within the coverage area, this may lead
to an inefficient usage of resources within the network.

A solution to the above described problem is pre-
sented in Reference [3]. The authors, in order to over-
come the one-to-one relationship between a single sub-
scriber and a GPRS Tunneling Protocol (GTP) tunnel
that is inherent to the hierarchical routing in UMTS,
implement a Multicast-Packet Data Protocol (M-PDP)
context for each multicast group in the GGSN and
SGSN. In this approach, the authors do not adopt the
use of IP multicast protocols for multicast routing in
UMTS and present an alternative solution. For multi-
cast group management, the authors propose the intro-
duction of a number of new tables in GGSN, SGSN,
and RNC, while for multicast packet forwarding some
trivial changes in the GTP are required.

In Reference [7], a multicast mechanism for CS
GSM networks is outlined that only sends multicast
messages to Location Areas (LAs) in which multi-
cast users reside. This mechanism uses the existed

Copyright © 2006 John Wiley & Sons, Ltd. Wirel. Commun. Mob. Comput. 2008; 8:463–481

DOI: 10.1002/wcm



466 A. ALEXIOU AND C. BOURAS

UMTS/GSM short message architecture in order to per-
form multicast routing. In particular, two new tables are
considered in the Home Location Register (HLR) and
in the Visitor Location Register (VLR). The multicast
table at the HLR records the Mobile Switching Centers
(MSCs) that serve multicast users, while the VLR keeps
track of the LAs that have multicast users. However, the
multicast messages are delivered to all the cells of an
LA, independently of whether or not multicast users
are located in all cells. This is inefficient if an LA is
large or only sparingly populated with multicast users.

Finally, the Multimedia Broadcast/Multicast Service
(MBMS) framework of UMTS is currently being stan-
dardized by the third Generation Partnership Project
(3GPP) [8]. MBMS relies on the definition of service
areas for delivering multimedia traffic to subscribers.
The MBMS framework is presented in detail in the fol-
lowing section.

4. Multimedia Broadcast/Multicast
Service in UMTS

3GPP is currently standardizing the MBMS. Actually,
the MBMS is an IP datacast type of service, which
can be offered via existing GSM and UMTS cellular
networks. It consists of an MBMS bearer service and
a MBMS user service. The latter represents applica-
tions, which offer for example multimedia content to
the users, while the MBMS bearer service provides
methods for user authorization, charging and QoS im-
provement to prevent unauthorized reception [8].

The major modification in the existing GPRS plat-
form is the addition of a new entity called Broadcast
Multicast-Service Center (BM-SC). Figure 1 presents
the architecture of the MBMS. The BM-SC communi-
cates with the existing UMTS-GSM networks and the
external PDNs [8].

As the term MBMS indicates, there are two types of
service mode: the broadcast and the multicast mode.
In broadcast mode, data is delivered to a specified area
without knowing the receivers and whether there is any
receiver at all in this area. However, in the multicast
mode, the receivers have to signal their interest for the
data reception to the network and then the network de-
cides whether the user may receive the data or not.

Since the multicast mode is more complicated than
the broadcast mode, it is more useful to present the
operation of the MBMS multicast mode and the way
that the mobile user receives the multicast data of a
service. Actually, the reception of an MBMS multicast
service is enabled by certain procedures. These are:

Subscription, Service Announcement, Joining, Session
Start, MBMS Notification, Data Transfer, Session Stop,
and Leaving. The phases Subscription, Joining, and
Leaving are performed individually per user. The other
phases are performed for a service, that is, for all users
interested in the related service. The sequence of the
phases may be repeated, for example, depending on
the need to transfer data. Also Subscription, Joining,
Leaving, Service Announcement, as well as MBMS
Notification may run in parallel to other phases.

5. One-to-Many Packet Delivery
Schemes for UMTS

In this section, we present an overview of three differ-
ent one-to-many packet delivery schemes for UMTS.
These schemes include the multiple unicast scheme,
the broadcast scheme, and the multicast scheme. The
above schemes are presented in detail in the following
paragraphs. Additionally, we analyze the number of the
GTP tunnels established in every edge of the network.

Figure 2 shows a subset of a UMTS network. In this
architecture, there are 2 SGSNs connected to a GGSN,
4 RNCs, and 12 Node Bs. Furthermore, 11 members
of a multicast group are located in 6 cells. The BM-
SC acts as the interface towards external sources of
traffic [9]. In the presented analysis, we assume that a
data stream that comes from an external PDN through
BM-SC, must be delivered to the 11 UEs as illustrated
in Figure 2.

The analysis presented in the following paragraphs,
covers the forwarding mechanism of the data packets
between the BM-SC and the UEs (Figure 2). Re-
garding the transmission of the packets over the Iub
and Uu interfaces, it may be performed on common
(ex. Broadcast Channel—BCH, Forward Access
Channel—FACH), dedicated (Dedicated Channel—
DCH) or shared transport channels (ex. High Speed
Downlink Shared Channel—HS-DSCH). As presented
in Reference [10], the transport channel that the 3GPP
decided to use as the main transport channel for
point-to-multipoint MBMS data transmission is the
FACH with turbo coding and QPSK modulation at a
constant transmission power. Multiple services can be
configured in a cell, either time multiplexed on one
FACH or transmitted on separate channels. DCH is a
point-to-point channel and hence, it suffers from the
inefficiencies of requiring multiple DCHs to carry the
data to a group of users. However, DCH can employ
fast closed-loop power control and soft handover
mechanisms and generally is a highly reliable channel.
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Fig. 2. Packet delivery in UMTS.

Additionally, DCH consists of an uplink channel. BCH
is a point-to-multipoint channel, which has no uplink
channel. Thus, even with a large number of multicast
receivers, only one BCH is required for a multicast
service in the cell. Furthermore, a new transport
channel named HS-DSCH has been introduced as
the primary radio bearer in Release 5 of UMTS. The
HS-DSCH resources can be shared between all users in
a particular sector. The primary channel multiplexing
occurs in the time domain, where each Transmission
Time Interval (TTI) consists of three slots (or 2 ms) [1].

It has to be mentioned that no decision has yet been
made within 3GPP on how to optimize the MBMS data
flow over the Iub. It has been proposed to avoid the
duplication of Iub data flows and hence, only one Iub
data flow per MBMS service should be used [11].

5.1. Description of the Broadcast
Scheme (Bs)

With broadcast, the network simply floods multicast
packets to all the nodes within the network. In this
approach, the single packet is initially transmitted from
the BM-SC to the GGSN. This procedure implies that
the first GTP session is created between the BM-SC
and the GGSN. Then, when the GGSN receives the
packet, it forwards it to every SGSN that exists, which
in turn forward the packet to the corresponding RNCs.
As we described above, this leads to the creation of
two GTP sessions for every path between the GGSN
and RNCs. The first GTP session is created in the edge

between GGSN and each SGSN, while the second one
between the SGSN and each RNC. Then, each RNC
forwards the packet to the corresponding Node Bs and
the Node Bs ought to transmit the packet to the mobile
users in their range.

Having analyzed the way that the packets are
transmitted in the broadcast method, we can calculate
the number of the GTP sessions created in the example
that is shown in Figure 2. First, we have one GTP
session in the edge between BM-SC and GGSN.
Second, given the fact that we have two SGSN nodes,
the corresponding GTP sessions that are created
are two-one for each edge between the GGSN and
SGSN. Furthermore, we observe four additional GTP
sessions, because we assume that there are four RNCs
and hence, four edges between the SGSNs and RNCs.
The RNCs forward the packets to all Node Bs that have
established the appropriate radio bearers. Figure 2
shows the number of the GTP sessions that are created
in the edges of the network.

5.2. Description of the Multiple Unicast
Scheme (MUs)

With multiple unicast, each packet is forwarded once
to each member of the group separately. This means
that when the BM-SC receives a packet, the packet is
duplicated and each copy of the packet is transferred
to a single mobile user. Consequently, in the edge be-
tween the BM-SC and the GGSN, the number of the
GTP sessions that are created is equal to the number
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of the multicast mobile users. Thus, in our example,
the number of the GTP sessions in this edge is 11.
Additionally, when the GGSN receives the packets, it
forwards them to the corresponding SGSNs that serve
at least one mobile user of the multicast group. In our
example, the number of the GTP sessions in the edge
between the GGSN and the SGSN1 is six, while in the
edge between the GGSN and the SGSN2 is five.

Then, each of the two SGSNs forwards the received
packets to the corresponding RNCs that serve mobile
users. Additionally, the number of the GTP sessions
created in the edges SGSN1–RNC1 and SGSN1–
RNC2 are four and two, respectively. Likewise, the
number of the GTP sessions for the edges SGSN2–
RNC3 is five. Then, the RNCs forward the packets
to the Node Bs that serve multicast users and have
already established the appropriate radio bearers. The
multicast users receive the packets on the appropriate
radio bearers by FACHs or DCHs or HS-DSCHs. The
number of the GTP sessions established in the edges
of the network is shown in Figure 2.

However, this scheme, especially when the multicast
group consists of a great number of UEs, produces ex-
cessive redundancies in the radio transmissions. These
redundancies add up as interference to the network and
limit its potential capacity.

5.3. Description of the Multicast
Scheme (Ms)

With multicast, the packets are forwarded to those Node
Bs that have multicast users. Therefore, in Figure 2, the
Node Bs 2, 3, 5, 7, 8, 9 receive the multicast packets
issued by the BM-SC. We briefly summarize the five
steps occurred for the delivery of the multicast packets.
First, the BM-SC receives a multicast packet and for-
wards it to the GGSN that has registered to receive the
multicast traffic. Then, the GGSN receives the multi-
cast packet and by querying its multicast routing tables,
it determines which downstream SGSCs have multicast
users residing in their respective service areas. The term
‘downstream’ refers to the topological position of one
node with respect to another and relative to the distribu-
tion of the multicast data flow. In Figure 2, the GGSN
duplicates the multicast packet and forwards it to the
SGSN1 and the SGSN2.

Then, both destination SGSNs receive the multicast
packets and, having queried their multicast routing
tables, determine which RNCs are to receive the
multicast packets. The destination RNCs receive the
multicast packet and send it to the Node Bs that have
established the appropriate radio bearers for the mul-

ticast application. In Figure 2, these are Node B2, B3,
B5, B7, B8, B9. The multicast users receive the multi-
cast packets on the appropriate radio bearers, either by
point-to-point channels transmitted to individual users
separately or by point-to-multipoint channels transmit-
ted to all group members in the cell. In our analysis, we
consider transport channels such as FACH, HS-DSCH,
and DCH.

In this approach, every multicast packet is initially
transmitted from the BM-SC to the GGSN. This pro-
cedure implies that the first GTP tunnel session is cre-
ated between the BM-SC and the GGSN. The GGSN
forwards exactly one copy of the multicast packet to
each SGSN that serves multicast users. This leads to
the creation of one GTP tunnel session between the
GGSN and the SGSN1 and one GTP tunnel session
between the GGSN and SGSN2 (Figure 2). Having
received the multicast packets, the SGSN1 forwards
exactly one copy of the multicast packet to the RNCs
that serve multicast users, which are the RNC1 and the
RNC2. In parallel, the SGSN2 forwards the multicast
packets to the RNC3, which is the only RNC, covered
by the SGSN2 that serves multicast users. If none of
the SGSNs does not have valid routing information for
any multicast user, the paging procedure is performed
in order to determine the required information from
the multicast users. Regarding the edges between the
SGSNs and the RNCs in Figure 2, the first GTP tunnel
is created between the SGSN1 and RNC1, the second
between the SGSN1 and RNC2 session, and the third
between the SGSN2 and RNC3. Finally, the RNCs for-
ward the multicast packets to those Node Bs that mul-
ticast users reside in. Additionally, Figure 2 shows the
exact number of the GTP sessions that are established
in edges of the network for the Multicast scheme.

6. Evaluation of Different One-to-Many
Packet Delivery Schemes

In this section, we present an evaluation, in terms of
the telecommunication costs, of different one-to-many
delivery schemes. We consider different UMTS net-
work topologies and different transport channels for
the transmission of the multicast data.

6.1. General Assumptions

We consider a subset of a UMTS network consisting
of a single GGSN and NSGSN nodes connected to the
GGSN. Furthermore, each SGSN manages a number of
Nra RAs. Each RA consists of a number of Nrnc RNC
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nodes, while each RNC node manages a number of Nura
URAs. Finally, each URA consists of Nnodeb cells. The
total number of RAs, RNCs, URAs, and cells are:

NRA = NSGSN · Nra (1)

NRNC = NSGSN · Nra · Nrnc (2)

NURA = NSGSN · Nra · Nrnc · Nura (3)

NNODEB = NSGSN · Nra · Nrnc · Nura · Nnodeb (4)

The total transmission cost for packet deliveries
including paging is considered as the performance
metric. Furthermore, the cost for paging is differen-
tiated from the cost for packet deliveries. We make
a further distinction between the processing costs
at nodes and the transmission costs on links, both
for paging and packet deliveries. As presented in
Reference [12] and analyzed in Reference [3], we
assume that there is a cost associated with each link
and each node of the network, both for paging and
packet deliveries. For the analysis, we apply the
following notations:

Dgs Transmission cost of packet delivery between GGSN and SGSG
Dsr Transmission cost of packet delivery between SGSN and RNC
Drb Transmission cost of packet delivery between RNC and Node B
DBCH Transmission cost of packet delivery over Iub and Uu with BCHs
DDCH Transmission cost of packet delivery over Iub and Uu with DCHs
DHS−DSCH Transmission cost of packet delivery over Iub and Uu with HS-DSCHs
DFACH Transmission cost of packet delivery over Iub and Uu with FACHs
Ssr Transmission cost of paging between SGSN and RNC
Srb Transmission cost of paging between RNC and Node B
Sa Transmission cost of paging over the air
pg Processing cost of packet delivery at GGSN
pgM Processing cost of multicast packet delivery at GGSN
ps Processing cost of packet delivery at SGSN
psM Processing cost of multicast packet delivery at SGSN
pr Processing cost of packet delivery at RNC
prM Processing cost of multicast packet delivery at RNC
pb Processing cost of packet delivery at Node B
as Processing cost of paging at SGSN
ar Processing cost of paging at RNC
ab Processing cost of paging at Node B

The total number of the multicast UEs in the network
is denoted by NUE. For the cost analysis, we define the
total packets per multicast session as Np. Since network
operators will typically deploy an IP backbone network
between the GGSN, SGSN, and RNC, the links be-
tween these nodes will consist of more than one hop.
Additionally, the distance between the RNC and Node
B consists of a single hop (lrb = 1). In the presented
analysis we assume that the distance between GGSN
and SGSN is lgs hops, while the distance between the
SGSN and RNC is lsr hops.

Furthermore, we assume that the probability that a
UE is in PMM detached state is PDET, the probability

that a UE is in PMM idle/RRC idle state is PRA, the
probability that a UE is in PMM connected/RRC URA
connected state is PURA, and finally the probability that
a UE is in PMM connected/RRC cell-connected state
is Pcell.

Additionally, in the multicast scheme, we consider
different values for the processing costs (PgM, PsM,
PrM) at the nodes of the UMTS network than the cor-
responding values (Pg, Ps, Pr) in the other two schemes
since some overhead is needed in the UMTS nodes in
order to maintain the routing tables required for the
packet forwarding in the multicast scheme.

In the remainder of this section, we describe a
method that models the multicast user distribution in
the network. In particular, we present a probabilis-
tic method that calculates the number of multicast
users in the network (nUE), the number of SGSNs
that serve multicast users (nSGSN), the number of
RNCs that serve multicast users (nRNC), and finally
the number of Node Bs that serve multicast members
(nNODEB).

As introduced in Reference [7] and analyzed in Ref-
erence [3], we classify the RAs into LRA categories. For
1 ≤ i ≤ LRA there are N

(RA)
i RAs of class i. There-

fore, the total number of RAs within the network is
NRA = ∑LRA

i=1 N
(RA)
i .

Suppose that the distribution of the multicast users
among the classes of RAs follows the Poisson distri-
bution with λ = θ

(RA)
i where 1 ≤ i ≤ LRA. In general,

the probability that k exactly multicast users reside
in the RAs of class i is calculated from the following
equation:

p
(
k, θ

(RA)
i

)
=

e−θ
(RA)
i ·

(
θ

(RA)
i

)k

k!
(5)
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Thus, the probability none of the RAs of class i

serves multicast users is p(0, θ
(RA)
i ) = e−θ

(RA)
i , which

in turn means that the probability at least one mul-
ticast user is served by the RAs of class i is p =
1 − p(0, θ

(RA)
i ) = 1 − e−θ

(RA)
i .

Since every class i consists of N
(RA)
i RAs, the total

number of the RAs in the class i, that serve multicast

users is N
(RA)
i (1 − e−θ

(RA)
i ). Thus, the total number of

the RAs of every class that serve multicast users is:

nRA =
LRA∑
i=1

N
(RA)
i

(
1 − e−θ

(RA)
i

)
(6)

where θ
(RA)
i represents the number of multicast users

for the N
(RA)
i RAs of class i.

If there are nRA RAs that are serving multicast users,
the probability that an SGSN does not have any such
RA is:

pSGSN =





 NRA − Nra

nRA





 NRA

nRA




, if nRA ≤ NRA − Nra

0, othewise

(7)

Based on Equation (7), the total number of SGSNs
that are serving multicast users can be calculated as
follows: nSGSN = NSGSN (1 − pSGSN).

The total number of multicast users in the network
is:

NUE =
LRA∑
i=1

N
(RA)
i θi (8)

where θi is the number of multicast users in a RA of
class i.

As in Reference [3], we assume that all RNCs within
a service area of class i have the same multicast pop-
ulation distribution density as in the RA case. Based
on a uniform density distribution within a single RA,
the multicast population of an RNC within the service
area of a class i RA is θ

(RNC)
i = θ

(RA)
i /Nrnc. The total

number of RNCs of class i is N
(RNC)
i = N

(RA)
i · Nrnc.

Assuming that the number of RA categories is equal
to the number of RNC categories (LRNC = LRA), the
total number of RNCs that serve multicast users is:

nRNC =
LRNC∑
i=1

N
(RNC)
i

(
1 − e−θ

(RNC)
i

)
(9)

The same are applied to the cells within the ser-
vice area of an RNC. The average number of mul-
ticast users for a single cell of class i is θ

(B)
i =

θ
(RNC)
i /(Nura · Nnodeb).

The number of Node Bs belonging to class i

is N
(B)
i = N

(RNC)
i · Nura · Nnodeb. Assuming that the

number of the RNC categories is equal to the num-
ber of the Node B categories (LRNC = LNODEB), the
total number of Node Bs that serve multicast users is:

nNODEB =
LNODEB∑

i=1

N
(B)
i

(
1 − e−θ

(B)
i

)
(10)

6.2. Broadcast Scheme (Bs)

In this scheme, the packets are broadcasted to all the
nodes of the network and no paging procedure is re-
quired. Regarding over the air transmission, the trans-
port channel that is used in this scheme is the BCH. It is
obvious that the total cost of the packet delivery is inde-
pendent from the number of the multicast users (NUE).
The total cost of the packet delivery to the multicast
users is computed as follows:

Bs = [
pg + NSGSN

(
Dgs + ps

) + NRNC(Dsr + pr)

+ NNODEB(Drb + pb + DBCH)
]
Np (11)

6.3. Multiple Unicast Scheme (MUs)

With multiple unicast, each packet is forwarded once
to each member of the group separately. In Figure 2,
RNC1, for instance, would receive four duplicate
copies of the same multicast packet from the SGSN1.
It is obvious that the cost of a single packet delivery to
a multicast user depends on its MM and RRC state.

If the multicast member is in PMM connected/RRC
cell-connected state, then there is no need for any
paging procedure neither from the SGSN nor from
the serving RNC. In this case, the packet delivery
cost is derived from Eqnuation (12). It has to be
mentioned that this quantity does not include the cost
for the transmission of the packets over the Iub and Uu
interfaces since this cost depends first on the number
of multicast users and second on the transport channel
used for data transmission.

Ccell = pg + Dgs + ps + Dsr + pr (12)

If the multicast member is in PMM connected/RRC
URA connected state, then the RNC must first page
all the cells within the URA in which mobile users
reside and then proceeds to the data transfer. After the
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subscriber receives the paging message from the RNC,
it returns to the RNC its cell ID. The cost for paging
such a multicast member is:

CURA =Nnodeb (Srb + ab + Sa) + Sa + ab + Srb + ar

(13)

If the multicast member is in PMM idle/RRC idle
state, the SGSN only stores the identity of the RA in
which the user is located. Therefore, all cells in the RA
must be paged. The cost for paging such a multicast
member is:

CRA = Nrnc (Ssr + ar) + (Nrnc · Nura · Nnodeb)

× (Srb + ab + Sa) + Sa + ab + Srb

+ ar + Ssr + as (14)

Taking into consideration that the paging procedure
is performed on the first packet of a data session, the
total cost of the Multiple Unicast scheme is derived
from the following equations for the three different
transport channels (DCH, FACH, HS-DSCH), where
nNODEB represent the number of Node Bs that serve
multicast users.

MUs=




[
Pcell · Ccell · Np + PURA

(
CURA + Ccell · Np

)

+PRA

(
CRA + Ccell · Np

) + (Pcell + PURA

+PRA) · (DDCH + Drb + pb) · Np

]
NUE (15)

[
Pcell · Ccell · Np + PURA

(
CURA + Ccell · Np

)

+PRA

(
CRA + Ccell · Np

)]
NUE

+nNODEB · (DFACH + Drb + pb) · Np (16)

[
Pcell · Ccell · Np + PURA

(
CURA + Ccell · Np

)

+PRA

(
CRA + Ccell · Np

) + (Pcell + PURA

+PRA) · (DHS-DSCH + Drb + pb) · Np

]
NUE (17)

The last term in each of the above three equations
represent the cost of the packet transmission in the Iub
and Uu interfaces. In general, in case we use the FACH
as transport channel, each multicast packet send once
over the Iub interface and then the packet is transmitted
to the UEs that served by the corresponding Node B.
In case we use DCHs for the transmission of the mul-
ticast packets, each packet is replicated over the Iub as
many times as the number of multicast users that the
corresponding Node B serves. Finally, with HS-DSCH,
a separate timeslot must be used to transport the multi-
cast data to each multicast receiver. However, one could
envision that all multicast receivers could receive the

same timeslot that contains the multicast data, but in its
current form the HS-DSCH has not been modified to
allow this. Thus, the number of time slots required for
the transmission of the multicast data to the multicast
users is equal to the number of multicast users reside
in the corresponding cell.

6.4. Multicast Scheme (Ms)

In the multicast scheme, the multicast group manage-
ment is performed at the GGSN, SGSN, and RNC and
multicast tunnels are established over the Gn and Iu in-
terfaces. All multicast users that are in PMM idle/RRC
idle or PMM connected/RRC URA connected state
must be paged. After the paging procedure, the RNC
stores the location of any UE at a cell level. The cost for
that paging procedure is given by Equations (13) and
(14), respectively. In multicast, the SGSN and the RNC
forward a single copy of each multicast packet to those
RNCs or Node Bs respectively that are serving multi-
cast users. After the correct multicast packet reception
at the Node Bs that serve multicast users, the Node
Bs transmit the multicast packets to the multicast users
via common, dedicated, or high speed shared transport
channels. The total cost for the Multicast scheme is de-
rived from the following equation where nSGSN, nRNC,
nNODEB represent the number of SGSNs, RNCs, Node
Bs, respectively that serve multicast users.

Ms= [
pgM +nSGSN

(
Dgs +psM

)+nRNC (Dsr +prM)

+Y ] Np + (PRA · CRA + PURA · CURA) NUE

=Dpacket delivery + Dpaging (18)

where

Y =




nNODEB · (DFACH + Drb + pb)

if channel = FACH

NUE · (DDCH + Drb + pb)

if channel = DCH

NUE · (DHS−DSCH + Drb + pb)

if channel = HS − DSCH

Dpacket delivery = [
pgM + nSGSN

(
Dgs + psM

)

+ nRNC (Dsr + prM) + Y
]
Np

Dpaging = (PRA · CRA + PURA · CURA) NUE

The parameter Y represents the multicast cost for the
transmission of the multicast data over the Iub and Uu
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Table I. Chosen values for the calculation of transmission costs in the links.

Link Link capacity factor (k) Number of hops (l) Transmission cost (D)

GGSN–SGSN kgs = 0.5 lgs = 6 Dgs = 12
SGSN–RNC ksr = 0.5 lsr = 3 Dsr = 6
RNC–Node B krb = 0.2 lrb = 1 Drb = 5

interfaces. This cost of the multicast scheme depends
mainly on the distribution of the multicast group within
the UMTS network and secondly on the transport chan-
nel that is used. In case we use the FACH as transport
channel, each multicast packet send once over the Iub
interface and then the packet is transmitted to the UEs
that served by the corresponding Node B. However, in
case we use DCHs or HS-DSCHs for the transmission
of the multicast packets over the Iub each packet is
replicated over the Iub as many times as the number of
multicast users that the corresponding Node B serves.

7. Results

Having analyzed the costs of the above presented one-
to-many packet delivery methods, we try to evaluate the
cost of each scheme assuming a general network topol-
ogy. In general, we assume a network configuration,
with NSGSN = 10, Nra = 10, Nrnc = 10, Nura = 5 and
Nnodeb = 5.

The packet transmission cost (Dxx) in any segment
of the UMTS network depends on two parameters:
the number of hops between the edge nodes of this
network segment and the capacity of the link of the
network segment. This means that Dgs = lgs/kgs,
Dsr = lsr/ksr and Drb = lrb/krb. Parameter kxx repre-
sents the profile of the corresponding link between two
UMTS network nodes. More specifically, in the high
capacity links at the CN, the values of kxx are greater
than the corresponding values in the low capacity links
at UTRAN. For the cost analysis and without loss of
generality, we assume that the distance between the
GGSN and SGSN is 6 hops, the distance between

SGSN and RNC is 3 hops, and the distance between
RNC and Node B is 1 hop. The above parameters as
well as the values of the kxx are presented in detail
in Table I. Regarding the transmission cost of paging
(Sxx) in the segments of the UMTS network, it is
calculated in a similar way as the packet transmission
cost (Dxx). More specifically, Sxx is a fraction of the
calculated transmission cost (Dxx) and in our case, we
assume that it is three times smaller than Dxx.

As we can observe from the equations in the previous
section, the costs of the schemes depend on a number of
other parameters. Thus, we have to estimate the value
of these parameters. This procedure implies that we
choose the values appropriately, taking into considera-
tion the relations between them. The chosen values of
the parameters are presented in Table II.

As it is shown in Table II, the values for the
transmission costs of the packet delivery over the air
with each of the four transport channels are different.
More specifically, the transmission cost over the air
with BCH (DBCH) or FACH (DFACH) is bigger than the
DDCH, which in turn is bigger than the transmission
cost of the packet delivery over the air with HS-DSCH
(DHS−DSCH). This occurs because BCH and FACH as
common channels require high transmission power in
order to reach all the users within the coverage area
even if they are not members of the multicast group.
Additionally, regarding the relation of the costs of the
DCH and the HS-DSCH, the DCH is a power controlled
channel while the HS-DSCH is rate controlled. In Ref-
erence [1], it is shown that the HS-DSCH throughput
is by far bigger than the DCH throughput for a giver
fraction of Node B power allocated for these channels.
For example, if we consider a macro cell environment

Table II. Chosen parameters’ values.

Dgs Dsr Drb Ssr Srb Sa pg ps pr pgM psM prM pb as ar ab pRA pURA pcell

12 6 5 2 5/3 4/3 1 1 1 2 2 2 1 1 1 1 0.6 0.2 0.1

DBCH DDCH DFACH DHS−DSCH

16 14 16 12
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configuration with a ITU Pedestrian-A delay profile
and 7W allocated to HSDPA from the available Node
B power, the average cell throughput on the HS-DSCH
is 1.4 Mbps while the value of the throughput with only
non HSDPA terminals active (64 kbps R99 DCH users
only) in the cell is 1 Mbps. The average throughput
that the HSDPA users experience depends on the
number of simultaneous users that are sharing the
HS-DSCH, as well as their relative experienced signal
quality (Eb/N0). On the contrary, the total downlink
transmission power allocated for DCH is variable and
increasing exponentially while the UE distance from
the node B is increasing. Also, the more the UEs in
the cell thus the higher the interference, the more ex-
ponential the increase in the total power required. Fur-
thermore, the power required for a reference DCH user
depends on the experienced signal quality (Eb/N0).
The following equation calculates the total required
transmission power at the Node B for a reference DCH
user [13].

PTi = Lp,i

PN + χi + p PT

Lp,i

W
(Eb/N0)iRb,i

+ p
(19)

where PT is the base station transmitted power, PTi is
the power devoted to the ith user, Lp,i is the path loss,
Rb,i the ith user transmission rate, W the bandwidth, PN
the background noise, p is the orthogonality factor, and
χi is the intercell interference observed by the ith user.

Regarding the parameters PgM, PsM, and PrM in the
multicast scheme and their relation with the parame-
ters Pg, Ps, and Pr of the other two schemes, the latter
parameters have lower values that the values of the
former parameters since some overhead is needed in
the UMTS nodes in order to maintain the routing ta-
bles required for the multicast packet forwarding in the
multicast scheme. At this point, we have to mention
that since the nodes that are responsible for the estab-
lishment of the radio bearers are the RNCs we assume
that there is no need for maintaining any routing tables
in the Node Bs and thus there is no any additional cost
for the processing at these nodes.

Furthermore, we have chosen appropriately the
probabilities PRA, PURA, and Pcell More specifi-
cally, the probability that a UE is in PMM idle/RRC
idle state is PRA = 0.6. The probability that a UE
is in PMM-connected/RRC URA-connected state is
PURA = 0.2 and the probability that a UE is in PMM
connected/RRC cell-connected state is Pcell = 0.1. Ad-
ditionally, there is a probability that the UE is not reach-
able by the network and we consider it to be 0.1.

It is true that the performance of the three schemes
depends mainly, on the configuration of the UMTS net-
work that is under investigation. Therefore, we consider
a general network configuration, with NSGSN = 10,
Nra = 10, Nrnc = 10, Nura = 5 and Nnodeb = 5. In
our analysis, we assume that we have two classes of
RAs. A class i = 1 RA has multicast user population
of θ1 = 1/δ and a class i = 2 RA has a multicast user
population of θ2 = δ. If δ � 1, the class i = 1 RA has
a small multicast user population and the class i = 2
RA has a large multicast user population. Let α be the
proportion of the class i = 1 RAs and (1 − α) be the
proportion of the class i = 2 RAs [7]. Thus, the number
of class i = 1 RAs is N

(RA)
1 = αNRA and the number of

class i = 2 RAs isN(RA)
2 = (1 − α)NRA. Each RA of

class i ∈ {1, 2} is in turn subdivided into Nrnc RNCs
of the same class i and similarly, each RNC of class
i ∈ {1, 2} is subdivided into Nura · Nnodeb Node Bs of
the same class i. Take into consideration the above
mentioned parameters, Equation (8) can be rewritten as
follows:

NUE =
2∑

i=1

N
(RA)
i · θi = N

(RA)
1 · θ1 + N

(RA)
2 · θ2

= NRA

(α

δ
+ δ − αδ

)
(20)

It is obvious from Equation (20) that as α decreases
and δ increases the number of multicast users increases
rapidly.

In Figures 3 and 4, we plot the cost of the three
schemes in function of α, for different values of δ and
Np respectively. Since in our model we consider three
different transport channels over the air for the MUs
and the Ms, in the following figures only the channel
with the lowest cost of each scheme is presented. Ad-
ditionally, we provide the comparison of the costs of
every scheme using different transport channels in sep-
arate figures. Generally, we observe from Figure 3 and
Figure 4, that the cost of the broadcast scheme is con-
stant, while the costs of the other two schemes decrease
as α increases. With δ � 1, it has to be mentioned that
there are no multicast users in a RA of class i = 1 and
there are many multicast members in a RA of class
i = 2. Furthermore, as α increases, the number of class
i = 1 RAs with no multicast users increases and hence,
the costs of the MUs and the Ms decrease as it is shown
in Figures 3 and 4.

More specifically, in Figure 3, we present the costs
of the three schemes in function of α for δ = 100
(Figure 3a) and δ = 1000 (Figure 3b). For δ = 100, the
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Fig. 3. Total cost for the three schemes in function of α with Np = 1000. (a) δ = 100, (b) δ = 1000.

MUs has the lowest cost while the Bs has the higher cost
independently of the value of α. This occurs because in
small values of α, there are many RAs with large multi-
cast users’ population (class i = 2 RAs). However, the
value of δ = 100 results to a small number of multicast
users within the network and hence, the costs of MUs
and Ms are kept in lower values than the value of the
cost of the Bs. In addition, if δ = 1000 (Figure 3b),
the number of multicast users within the network is
increased and this results to an increased cost for the
MUs. The costs of the other two schemes behave as fol-
lows: for α < 0.06 the Bs has the lowest cost and for
α > 0.06 the Ms has the lowest cost. The latter occurs

because for small values of α and increased number of
δ, the number of multicast users within the network is
increased and furthermore, there are many class i = 2
RAs in the network with large multicast users’ popu-
lation. This means that the multicast users within the
network are spreaded to many RAs and hence, the cost
of the paging which is required in the Ms is increased,
making the Ms inefficient for this network topology.
On the other hand, when the value of α is increased,
the number of class i = 1 RAs with no multicast users
is increased and all the multicast users are located in a
small number of class i = 2 RAs. Thus, the Ms is more
efficient than the Bs as it is shown in Figure 3b.
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Fig. 4. Total cost for the three schemes in function of α with δ = 1000. (a) Np = 50, (b) Np = 3000.

In Figure 4, we present the costs of the three schemes
in function of α for Np = 50 (Figure 4a) and Np =
3000 (Figure 4b). The value of Np = 50 corresponds
to a multicast session with few transmitted packets
while the value of Np = 3000 corresponds to a multi-
cast session consisting of a large number of packets. For
Np = 50 (Figure 4a), if α < 0.70 the Bs outperforms
both the Ms and the MUs. The later has the highest
value for these values of α. This occurs because a small
value of α results to a topology with large number of
high populated RAs (class i = 2 RAs). As the param-
eter α increases the number of RAs with no multicast

users increases and the Ms becomes more favorable
than the other two schemes. Obviously, for α > 0.70
the Ms has the lowest cost compared to Bs and MUs.
Additionally, for α > 0.90, the MUs outperforms the
Bs. This occurs because a value of α close to 1 in con-
junction with a big value of δ (δ = 1000) results to small
number of multicast users according to Equation (21).
The same observation regarding the MUs and the Bs
occurs also in Figure 4b. Furthermore, for Np = 3000
(Figure 4b), the multicast session is consisted of a large
number of packets and hence, the Ms has the lowest cost
independently of the parameter α.
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Fig. 5. Total cost for the three schemes in function of δ with Np = 1000. (a) α = 0.1, (b) α = 0.9.

Figure 5 presents the costs of the three schemes
in function of δ for α = 0.1 (Figure 5a) and α = 0.9
(Figure 5b). Our first observation is that the cost of the
Bs is constant and it is not depending on the parameter
δ while the cost of the MUs increases as δ increases. As
it has already been mentioned, a class i = 1 RA has 1/δ

multicast users while a class i = 2 RA has δ multicast
users. Furthermore, if α converges to 1 (Figure 5b),
the number of class i = 2 RAs in the network is small.
Thus, the multicast users are located in small number
of RAs and as a result, the cost of the Ms is kept
in lower values (independently of the parameter δ)
than the cost of the MUs and the Bs (Figure 5b). The
later, obviously, has the higher cost as it is shown

in Figure 5b. Additionally, if δ is small, the MUs
outperforms Ms since the number of multicast users is
limited.

On the other hand, Figure 5a shows that the Ms per-
forms efficiently if δ < 900, but it is outperformed by
the Bs for δ > 900. This occurs because the value of α

is small and the number of class i = 2 RAs with large
multicast users’ population is increased and hence, as
the number of multicast users in a class i = 2 RA in-
creases, there are many users among many cells in the
network making the Bs more appropriate for the multi-
cast packet delivery. Additionally, if δ converges to zero
the MUs outperforms Ms since the number of multicast
users in the network is limited.
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Fig. 6. Total cost for the three schemes in function of Np with δ = 1000. (a) α = 0.1, (b) α = 0.9.

The costs of the three schemes in function of the
number of packets per multicast session are presented
in Figure 6 for two different values of α. Our first
observation is that as Np increases, the total cost of
each scheme increases. When α is small (Figure 6a),
the number of RAs in the class i = 2 is increased and
hence, the multicast users are spread to many RAs and
cells within the network. Thus, the Ms and the Bs out-
perform the MUs for the given value of δ = 1000. Re-
garding the Bs and the Ms they have similar costs in
function of Np. When α = 0.9 (Figure 6b), the number
of RAs in the class i = 2 is small and hence, the mul-
ticast users are residing in small number of RAs and

cells within the network. In that case the Ms outper-
forms both MUs and Bs. The latter has obviously the
highest cost for this network topology.

In Figure 7, the total costs for the Ms using differ-
ent transport channels over the air in function of α, are
presented. As we can observe, the cost decreases as α

increases, independently of the type of the transport
channel used for the transmission of the multicast data
over the air. This occurs because the increment of α en-
tails that the number of RAs that have small population
increases. Thus, the total number of the multicast users
decreases and the total cost for the transmission of the
data decreases.
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Fig. 7. Total costs for the Ms using different transport channels over the air in function of α with Np = 1000. (a) δ = 100,
(b) δ = 1000.

More specifically, in Figure 7a, we observe that the
cost of the Ms using HS-DSCH is smaller than the
cost of the Ms if we use DCHs or FACH. This oc-
curs because the small value of δ, results to a reduced
number of multicast users in the network and hence,
the HS-DSCH (or DCH) is the more efficient trans-
port channel in terms of the cost. On the other hand,
the increased cost of the FACH (DFACH) in conjunc-
tion with the small number of multicast users in the
network makes FACH inefficient for this user distribu-
tion scheme. The opposite occurs in Figure 7b where
the value of δ is increased, which means that the num-

ber of multicast users in the network is also increased.
The increased number of multicast users in the network
makes the use of DCHs and the HS-DSCHs inefficient
for the transmission of the data over the Iub and Uu in-
terfaces and the FACH the most appropriate transport
channel as it is shown in Figure 7b. The same observa-
tions occur in the case of the MUs.

In Figure 8, the total costs for the Ms and MUs using
different transport channels over the air in function of
δ, are presented. In the case of the Ms, we chose a small
value for the parameter α because the Ms becomes ef-
ficient when there is an increased density of multicast
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Fig. 8. Total costs for the Ms and MUs using different transport channels over the air in function of δ with Np = 1000.
(a) α = 0.1, (b) α = 0.5.

users in the network. On the other hand, the value of α

in the MUs must be big for the appropriate use of this
scheme. Therefore, for the Ms (Figure 8a), we choose a
value of α = 0.1 which means that there are many RAs
in the network with a great number of multicast users
in these. Regarding the MUs (Figure 8b), we consider
the same amount of RAs having large multicast users’
population and RAs having small multicast users’ pop-
ulation (α = 0.5).

More specifically, in Figure 8a, we observe that for
small values of δ, the cost of the Ms using DCHs or
HS-DSCHs is small because there is a small number of
multicast users in the network. Thus, the use of DCHs

or HS-DSCHs for the data transmission over the air
which reduces the cost of the scheme. On the other
hand, bigger values of the parameter δ imply bigger
number of multicast users in the network and hence,
the use of FACH is more appropriate. The latter has
obvious advantage in topologies with many high pop-
ulated RAs since the multicast packets are send once
over Iub and Uu interfaces. In Figure 8b, we present
the cost of the MUs using the three transport channels.
More specifically, as in the Ms, for small values of δ,
the number of the multicast users is small and hence,
the use of DCHs or HS-DSCHs for the data transmis-
sion over Uu is the most efficient. On the other hand, as
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Fig. 9. Summary of the analysis.

δ increases, the use of FACH makes the scheme more
efficient.

As it is shown in Figures 7 and 8, the cost of using
HS-DSCHs for the transmission of the multicast data
over the Iub and Uu interfaces in both the MUs and
the Ms is always lower than the cost of using DCHs.
Our model handles identical the two types of channels
and its only difference is the lower cost of the HS-
DSCH (DHS−DSCH) than the cost of DCH (DDCH).
Our decision of using lower cost for the HS-DSCH
than the DCH is explained on the beginning of the re-
sults section. In general, the selection of the bearer type
is operator-depended, typically based on the downlink
radio resource situation so that the efficiency of the
resource usage can be maximized.

A summary of our analysis is presented in Figure 9.

8. Future work

The step that follows this work is to carry out exper-
iments using the NS-2 simulator. This means that we
have to implement the above presented one-to-many
packet delivery schemes and confirm the relation of the
costs through the experiments. Further work could fo-
cus on evaluating the performance of MBMS, once the
complete specifications are available, as well as study-
ing the management of the user mobility. Furthermore,
an MBMS handover mechanism in RNC should be re-
alized in order to optimize the transmission of the mul-
ticast data in the Iub interface. Additionally, an innova-
tive algorithm could be developed which would choose
the most efficient transport channel for the transmis-
sion of the multicast packets depending on the distri-
bution of the users and the network topology at any

given time. In this way, interesting issues must be taken
into account such as the user mobility, the max number
of users that a channel can service as well as power
issues.

9. Conclusions

In this paper, we presented an overview of three differ-
ent packet delivery schemes for UMTS. These schemes
include the Broadcast, the Multiple Unicast, and the
Multicast scheme. We analytically presented these
schemes and analyzed their performance in terms of the
packet delivery cost and the scalability of each scheme.
More specifically, we provided a formula to differen-
tiate the number of the multicast users and their dis-
tribution. This formula is a function of the α and δ,
where as α decreases and δ increases the number of
multicast users increases rapidly and vice-versa. Thus,
in the multicast scheme, which is useful when there are
many multicast users gathered in some cells of the net-
work, we chose a small value of α and a big value of δ.
On the other hand, the multiple unicast is an efficient
transmission scheme when there is a small number of
multicast users and hence, we applied a big value of α

and a small value of δ.
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