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Abstract— Heterogeneous Networks (HetNets) have been 
hailed as a critical technology for 5G communications, allowing 
for the rapid expansion of mobile traffic. HetNets can increase 
network capacity and serve additional users by installing small 
cells inside macrocells. However, resource allocation for such 
networks becomes more challenging than for conventional 
cellular networks due to interference between small-cells and 
macrocells, making it more difficult to provide quality of 
service. Deep Reinforcement Learning (DRL) has opened the 
door for applications in resource allocation for 5G HetNets, 
because of recent breakthroughs in the field. We present a 
unique resource allocation technique based on DRL that may be 
used to both small and macro cells. According to the resource 
allocation process, an autonomous “agent”, in our case a cell, 
makes judgments to determine the appropriate BS to assign to 
a user, and the optimal number of Resource Blocks that should 
be allocated, while not needing or waiting for any information. 

Keywords— 5G, Resource Allocation, HetNets, Reinforcement 
Learning, Deep Q-Learning 

I. INTRODUCTION 

Individuals and organizations may have various quality of 
service (QoS) needs, and 5G networks are required to include 
a wide range of services. The rapid growth of data traffic has 
highlighted the necessity to increase the capacity of future 
increased networks. Consequently, 5G networks need to be 
more adaptable and expandable. The 3rd Generation 
Partnership Project (3GPP) offered Heterogeneous Networks 
(HetNets) as a solution. In HetNets, macro cells are used for 
coverage. Pico and micro cells are utilized in crowded regions 
to increase capacity. The installation of these small cells is an 
important aspect of the HetNet strategy since it allows for a 
lot of flexibility where they may be placed. In addition, 
HetNets can increase network capacity and resource 
efficiency by reusing time, space, and frequency resources [1]. 
HetNets are widely regarded as a potent method in next-
generation cellular networks, with substantial research [2]. 
The key issues HetNets face are load balancing and 
interference coordination, both of which are related to 
Resource Allocation (RA). One common issue is that when all 
subscribers choose to connect to the macro cells based on the 
highest receiving signal power, the traffic would be distributed 
unevenly. On the other hand, the power and bandwidth of the 
macro cells will be underused if all users connect to the nearest 
picocell [3].  

Deep Reinforcement Learning (DRL) has been developed 
as a viable answer to the problem of RA. DRL can deal with 
high-dimensional state spaces and achieving improved results. 
This paper's primary purpose can be summarized as follows: 
Creating a simulated environment that resembles a traditional 
5G network, where an agent will be installed to learn how to 
best allocate the network's resources. Reinforcement Learning 
(RL) is made up of three key concepts: state, action, and 

reward. The state in our example will represent the network's 
current state in terms of throughput, energy, and QoS. An 
agent can assign users to certain Base Stations (BSs) or more 
Resource Blocks (RBs) to remote users. In our case, the RBs 
will be distributed to satisfy the needs of all users and 
maximize the total throughput inside the network. 
Simultaneously, the algorithm will be running with specific 
energy constraints, to enhance the energy efficiency of the 
network. When an agent performs an action in a state, it is 
rewarded. When the reward is positive, it corresponds to what 
we normally think of as a reward. When the reward is 
negative, it is equivalent to a “punishment”. What we 
described above, will be implemented using a common DRL 
algorithm, known as Deep Q-learning. 

This concept has been examined before by many 
researchers, but not to the extent that we propose. Indicatively, 
work [4] proposed decentralized Q-learning based processes 
to achieve interference coordination. Each picocell is a self-
contained entity that chooses how to expand the range of the 
cell and the transmission power in each channel based on the 
detected SINR state. We believe that a single entity that 
controls the whole operation of the network might provide 
better results, as any race conditions will be discarded, and 
lower the complexity of system. In [5], the authors suggested 
a distributed RL solution for cellular network power control. 
Each cell acts as an agent, selecting its own transmission 
power based on the average Reference Signal Received Power 
(RSRP) and Signal to Interference Noise Ratio (SINR) of the 
cell's users. We on the other hand, will develop a model that 
not only assigns the transmission power of the cell, but also 
manages other forms of resources, such as user association 
and RBs.  

In [6], a Multi-Agent Double Deep-Q Network technique 
was developed to establish a distributed optimal strategy. Each 
user is treated as an agent, and the BSs that will be connected, 
as well as the transmission channels that will be used, are 
chosen based on the QoS of all users. Treating, all users as a 
single agent will increase the complexity of the overall 
system, resulting in a larger computational cost, and increased 
demands in computer resources. The technique in [7] fulfills 
the Macrocell Base Station (MBS) users' QoS while 
attempting to maximize the network's total capacity. 
However, QoS and fairness between femtocell BS (FBS) 
subscribers are not considered. The authors of [8] adopt a 
round robin strategy to boost the throughput of cell-edge users 
and, simultaneously maintain equity amongst MBS and FBS 
clients. In [9] cooperative Q-learning was utilized to optimize 
the cumulative capacity of FBS users whilst preserving the 
macro’s user capacity around a set limit. Despite this, the QoS 
of FBS users is not considered in [8] or [9].  



The rest of the paper is organized as follows. In Section II, 
we describe the system model we used. The proposed 
mechanism is described in detail in Section III, where an 
example is also provided. Further, in Section IV, we evaluate 
our proposal after using it in a simulated environment and 
producing tables and graphs, with the results. Finally, the 
conclusions and future steps are provided in Section V. 

II. SYSTEM MODEL 

Because the linked Smallcell Base Stations (SBS) will be 
closer than the standard MBS, the introduction of 
heterogeneous SBS can boost network capacity and improve 
network coverage. The proposed configuration of future 
HetNets is illustrated in Fig. 1. SBSs are densely distributed 
inside the coverage zone of regular MBSs, which in this 
scenario use a hexagonal configuration. We assume that the 
same telecommunications company deploys and maintains 
SBSs, and that these SBSs have logical links to the MBS. 
SBSs can unload traffic from the MBS, and the MBS makes 
intelligent decisions about user scheduling and resource 
distribution. We suppose that there are � SBSs and that the set � �  �0, 1, 2, … , �
 of BSs serves a set � �  �0, 1, 2, … , �
 
of users. The sequential decision-making process takes place 
in discrete time slots, each with a fixed duration �
. The goal 
of user scheduling is to assign each user to a single BS. 

 

Fig. 1. Typical HetNets scenario. 

5G BSs have limited resources, significantly in relation of 
frequency bandwidth [10] The Physical Resource Block 
(PRB) is the smallest allocation unit for a 5G BS, consisting 
of 12 frequency subcarriers with a 2� � 15 kHz bandwidth, 
where � ∈ �0,1,2,3,4
 is the numerology parameter. The 
maximum allowable bandwidth on each BS and its 
numerology, as described by 5G NR standards [10] determine 
the number of PRBs accessible on each BS. As a result, the 
user scheduling decision for BS � at time slot � is ����� ∈ �0, 1, … , �
 which indicates BS � ∈ � serves ����� users at 

time slot �, while ∑ ����� � ����� . It further indicates that BS � provides user � with a certain number  ! of Physical 

Resource Blocks (PRBs). Using "!�#  we characterize the 

amount of PRBs that the BS � provides to user �. 

The goal of resource allocation is to find the best 
transmission power and amount of PRBs for scheduled users. 
The receiving power, or RSRP, is the transmission power 
measured between the UE � and the BS �. It is calculated as 
such: 

 $%$&#,� �  &� ' (� ) *� ) *#,� (1) 

where &� represents the BS's output power, (� represents the 

antenna gain, *� represents the feeder loss, and *#,� 

represents the computed path loss. The BS's output power is 
defined as follows: 

 &� �  +���∙-./01234567489∙:; ∙-.<=>?@33A23< (2) 

B%CD-  represents the total amount of the minimum 
distribution unit, for a 5G BS, the PRB. The number of PRBs 
available in the BS depends on the total bandwidth available 
and its numerology, as defined by the 5G NR standards in 
[11]. 

The BS � computes the SINR after a UE � makes a 
connection request/update to determine the bitrate each of its 
resource blocks can offer. It can calculate the number of PRBs 
to be allocated for the UE connection using this value. 

 %EF$#,� � D.DCG,HIJK  (3) 

where $%$&#,� is the strength of the incoming signal of 

interest, E is the strength of the other (interfering) signals in 
the network, and F is a noise factor, which can be constant or 
random. The interference is computed according to the other 
BSs visible by the UE, their RSRP, their utilization ratio and 
the utilization ratio of the BS involved in the connection. 
Moreover, the data rate that can be transmitted by assigning a 
PRB to the UE � using the Shannon formula, and is as 
follows: 

 L#,� � 2M�10MN ∙ BCD- logR�1 ' %EF$#,�� (4) 

where BCD-  is the bandwidth of an individual PRB and can be 
calculated as: 

 BCD- � 12 ∙ 2�15 �ST (5) 

Now, given a requested bit rate U�# from UE �, it is 
possible to calculate the number of PRBs and the bitrate to be 
allocated by BS � to satisfy the request, using the formulas 
below: 

 V#,WCD- � X�U�#/L#,W�Z (6) 

 [U�# � V#,WCD- ∙ L#,� (7) 

The simulator also provides various metrics for the BSs, 
the UEs and the network. Namely, the power consumption of 
each BS, the total power consumption of the network and the 
QoS of each UE, amongst others. The total consumption of 
every BS � is measured by multiplying the amount of energy 
that a BS exerts to transfer a single PRB, with the total number 
of PRB that it allocates to the users. The formula is shown 
below: 



 \� � ∑ V#,�CD-#∈] ∙ CH+R∙-.674 (8) 

It is then evident, that to retrieve the total energy 
consumption of the network, we must simply retrieve the sum 
of the power consumption of each BS, thus concluding to: 

 \^_` � ∑ \��∈�  (9) 

As QoS, our simulator, outputs two versions of the term, 
one for each individual user and one for the entirety of the 
network. For each UE, we define the QoS as shown below: 

 ab%cd# � efGHfGH  (10) 

while for the network, the QoS mainly reflects the percentage 
of the total number of users, that are being serviced, by the 
network, and as such, it is calculated as: 

 ab%^_` � cd?0gg2?h2icdh0h@j  (11) 

The metrics mentioned above, will be used to compare the 
proposed algorithm, in Section IV. 

III. PROBLEM FORMULATION AND PROPOSED SOLUTION 

The Markov Decision Process (MDP), Q-learning and the 
components of our Deep Q-learning approach will be 
explained in this section. Following that, the unification of the 
suggested methodology and small cell cooperation are 
discussed. 

A. Markov Decision Process �%, k, l, $, m, n
 is the tuple's definition of an MDP, where S and p are the finite state (continuous or discrete) and action 
set, respectively, � is the function � ∶ % � k � % → [0, 1], that 
calculates the probability of a transition occurring with ��u, [, uv� denoting the likelihood that the next action is u′ 
when the current state is u and the chosen action is x, and with ∑ ��u, [, uv� � 1
v∈. , $ is the reward function for a single step $: % � k � % → ℝ, m is the original allocation of states and n ∈ �0,1� ensures that future incentives are weighed against 
present rewards by a discount factor n. Because not all actions 
are available in every stage, the collection of actions may be 
state-dependent. k�u� ⊆ k represents the collection of actions 
accessible at a given state s ∈ S. 

For each state, a deterministic policy }: % → k chooses 
one action. Let ~ denote the collection of policies } that are 
viable for everybody, such that }�u� ∈ k�u� for all u ∈ %. The 
state-value function represents the estimated discounted 
reward achieved by beginning from state u and following 
policy } subsequently, and is defined as: 

 ���u� � \��∑ n`$�u` , [` , u`J+�|u� � u` � (12) 

where �� is the policy's } anticipated value, u` and [` indicate 
the state and action at time �. Likewise, the state-action value 
function: 

 a��u, [� � \��∑ n`$�u` , [` , u`J+�|u� � u` , [� � α�    (13) 

reflects the expected discounted reward when beginning from 
a state u and performing action [ ∈ k�u� by following the 

policy }. The MDP is solved by determining the best policy }∗ that maximizes the expected cumulative discounted 
reward. RL techniques, such as Q-learning, on the other hand, 
seek to predict the ideal state-action-value function a�∗ based 
on the controller's experience interacting with the 
environment. 

B. Q-Learning 

The usual Q-learning update rule is: 

 
a��` , [`� ← �1 ) [�a��` , [`�'[maxe

�\[$` ' na��`J+, [�]� (14) 

where L̀ � $�u` , [` , u`J+� denotes the measured reward at 
time � and [` > 0 is the learning rate, which is subject to the 
requirements ∑ [` � ∞�̀�+  and ∑ [R̀ < ∞�̀�+  in order to 
ensure convergence. Q-learning is specified in procedural 
form in Algorithm 1 [12]. 

 

Algorithm 1 Q-Learning algorithm 

1: Initialize a��` , [`� arbitrarily 

2: for all episodes do 

3:  Initialize �` 

4:  for all steps of episode do 

5:      Choose [` from set of actions 

6:      Act [`, observe $` , �`J+ 

7:      Perform Eq. 13 

8:      �` ← �`J+ 

9:  end for 

10: end for 

 

The parameter �` ∈ [0,1] in so-called �-greedy strategies 
control the balance between exploration and exploitation: The 
agent selects a random action with probability �` at any time �, while selecting the action that maximizes the state-action-
value function with probability 1 ) �. 

It is important to note that the Q function is only adjusted 
in traditional RL techniques for the examined state-action 
pairings. To obtain a thorough approximation of the optimum 
Q function, each state-action combination must be visited at 
least once. This means that the state space and action space A 
must be limited and discrete, and RL algorithms suffer from 
the so-called dimensionality problem as their dimensions 
grow. The Deep Q-Network (DQN) technique was presented 
in [13] as a deep learning alternative for function 
approximation-based Q-learning to overcome these concerns. 
DQN uses a deep neural network that can estimate high-
dimensional functions with a low-dimensional form to 
approximate the Q function. Despite including some technical 
solutions to address neural network constraints, such as the 
target network and memory buffers, the training process for 
the neural network is described in [13] and it is theoretically 
the same as in conventional Q-learning, with (13) replaced by 
the neural network training process. 



C. Deep Q-Learning 

We must first define our state space. As previously stated, 
each BS is identified by the quantity of PRBs available for 
allocation,  !. The state of the network should collect details 

about: 1) the load of the PRBs over the different BSs, and 2) 
the coverage quality that the BSs provides to the UE to make 
it possible for the agent to make effective decisions on the 
allocation of the PRBs on existing, or even new incoming 
requests from varying UEs. Let us represent the amount of 
PRBs allocated at any one time � to maintain the services that 
have been assigned (to support the minimum bitrate level of 
each service), as F&$B����. It is then derived that: 

 F&$B���� � ∑ ∑ "!�##∈]�∈�  (15) 

Then, let *!� ��� be the load level of a BS � at time slot �, 

which is defined as the ratio of allocated PRBS to the amount 
of available PRBS. We have by definition: 

 *!� ��� � KCD-H�`�
�/  (16) 

Thus, the observed state %# for a UE � seeking a service 
is described by the following two components: 1) The load 
level of each BS, that the UE receives a signal from, and 2) 
The value of the reference signals received power (RSRP) that 
the UE gets from every BS in its vicinity, as calculated by the 
UE. Thus, the state space is defined as: 

 %#��� � �u#� ��� � �*!� ���, $%$&#��� (17) 

Additionally, we must also define the action space for our 
agent. Whenever a new connection request is received by the 
network controller, one of two things can happen: 1) The 
controller processes the request and assigns it to one specific 
BS. 2) Due to a lack of resources, the connection is refused 
since no BSs can handle it. We now define the action set. Let k# be a vector of size �, and of the same dimension as u#� ∈%#. The vector is initialized at the �EF_$%$& value which is 
equal to )140. Each position holds the RSRP value that the 
user receives from the BS in the vicinity of UE �. More 
specifically, the position � of the vector k#�u� contains the 
measured RSRP that the UE � receives from BS �. If the new 
connection request is granted, the largest element in k# 
reflects the BS from which UE � receives the best signal. As 
a result, a request service may be assigned on BS � in each 

state u#�  if and only if u#� ∈ %#, meaning that by assigning the 
new request to the BS, the newly created state remains in %#. 
So, the action set available in a state u ∈ % is then defined as: 

 k#�u� � �$%$&+, … , $%$&�
 (18) 

Based on the above, regarding the action space, the 
unusual situations of that [� � 0 indicates that the connection 
request must be refused due to a shortage of network 
resources, since no BS can assign the incoming request at the 
minimum needed bitrate. 

Lastly, we must describe the reward function. To achieve 

this, we must first define U#�  U!� as the bitrate UE � receives 

from BS � and the extra bitrate that the BS � may offer to the 
connection using a portion of its remaining resources, 
respectively. Furthermore, we define U�_�  as the bitrate that 

UE � requests. The QoS profile connected with the 
connection is directly tied to this amount. The reward function 
must then account for four scenarios: 

1. The connection is assigned to a BS and the UE receives 
the proper amount of resources. 

2. The connection is assigned to a BS and the UE receives 
an excess number of resources. 

3. The connection is assigned to a BS with limited 
resources, thus the UE lacks the resources. 

4. The request for a connection is denied (i.e., no BS 
receives the connection). 

To account for all four scenarios, the agent's reward 
function $`�u` , [` , u`J+� while assigning a service � to a BS � 
will be specified as 

 $` �  
⎩⎪
⎨
⎪⎧

fGH�/H�`� ,   U#� > U�_�
U#� RU!�*!� ���,  U!� > U#�

U#� RU!� , U�_� > U#�)�,  k#�u� � ��

 (19) 

The negative reward is a penalty, represented by )�, 
provided to the agent if the allocation is denied. If the 
allocation is denied, then the action vector will be filled with 
zeros. It is intended to help the agent learn that if a connection 
is refused, then the agent must look for neighboring cells to (at 
least) connect the UE to a BS. The rest of the features are as 
follows: 

TABLE I. DEEP Q-LEARNER PARAMETERS 

Parameters Value 

Learning rate 0.7 

Discount factor 0.618 

Initialized ϵ 1 

 �#e  1 

 �#�^ 0.01 

ϵ reduction rate 0.01 

Number of episodes 500 

IV. PERFORMANCE EVALUATION 

The sample simulation scenario is summarized in the table 
below. The scenario was created by a simulator developed in 
the context of our research laboratory's operations. The goal is 
to test the algorithm's capacity to associate/distribute users 
across three distinct radio access technologies (Macro, Micro, 
and Pico), while optimizing downlink (DL) UE data rate and 
decreasing BS power transmission. Also, the system should 
keep track of how many PRBs a user receives. The number of 
PRBs assigned to a user should be just enough to ensure that 
the service requested by the user can be provided adequately. 
The simulator was built using the [14] and [15] 3GPP 
standards. The channel model is described in [14] for a variety 
of frequencies and circumstances. The paper describes many 
scenarios, antenna models, path loss, and attenuation that may 
be chosen depending on the environment. Finally, [15] 
presents the transmitter and receiver characteristics that make 
up our simulated network. 



TABLE II. SIMULATION PARAMETERS 

Parameters 
Values 

Macro Micro Pico 

Carrier Frequency (MHz) 2100 2400 2600 

Bandwidth (MHz) 5 5 5 

Maximum DL power (W) 1 0.25 0.1 

Maximum BS power (W) 20 2 1 

Antenna gain (dB) 16 5 5 

Path loss (dB) 3 2 2 

UE antenna gain (dB) 0 0 0 

The layout of the Macrocells is a hexagonal grid with a 
cell radius 200 meters, while the Microcells, Picocells and the 
UEs are uniformly distributed inside the radius of the 
Macrocell. Besides that, noise is added, following a normal 
distribution, to the signals that are being transmitted from the 
BSs to the UEs. Lastly, as Key Performance Indicators (KPIs) 
we define the QoS, the networks overall bitrate and the energy 
efficiency of the network. The number of users varies from 
5000 to 35000 users. 

As mentioned, the agent learns according to the reward he 
receives. The reward is calculated using the function, we 
defined in Section III. The simulator is being run each time. In 
every simulated instance the users are assigned, and the 
number of PRBs each user receives is adjusted. For each 
simulated network, the reward the agent will receive is 
recalculated. The agent aims to increase the reward he 
receives, thus at every step he learns to make the optimal 
assignment of users to BSs, but also the optimal allocation of 
PRBs to the assigned users. The training was performed, in a 
period of 500 episodes. The reward the agent receives for each 
episode, is presented, in the Figure below:  

 

Fig. 2. The rewards received over the training episodes. 

As we can see, the reward amount that the agent receives, 
fluctuates over the number of episodes, going from 25500 to 
31500. These fluctuations can be interpreted as the agent 
exploring the environment. When the rewards are low, the 
agent is making random assignments. This pattern continues, 
up until the first 300 episodes. From there we can see that the 
reward settles at around 31000, which is an indication that the 
agent no longer explores its environment; rather, it makes 
calculated and optimal assignments of users to BS as well as 
optimal allocations of PRBs to the users. 

A typical resource allocation approach is used to compare 
our Deep Q-Learning algorithm. This method solely takes into 
account the RSRP received from BSs in the users' immediate 
area. It follows the BS with the highest RSRP and, as a result, 
the strongest signal. The user is then assigned to the specified 
BS. The number of PRBs assigned to a user is determined by 
the user's service requirements as well as the RSRP that the 
user receives. To compare the two algorithms, we consider 
three metrics: (1) the total throughput, (2) the power 
consumption, and (3) the QoS of the network. 

 

Fig. 3. The total throughput of the network, measured in Gbps. 

It is evident, from Figure 3, that our Deep Q-Learning 
algorithm greatly outperforms the normal allocation 
algorithm, which is based on the received RSRP values from 
the BS. The Deep Q-Learning algorithm far exceeds the other 
in all cases, and after a certain number of users, it begins to 
double and even nearly triple the total throughput of the 
simulated network. This occurs since our mechanism ensures 
that nearly all the users are connected to the network (as it will 
be shown in Figure 5). Thus, all the users receive a certain 
amount of bitrate, rather than have only a fraction of the users 
receiving unnecessary amounts of PRBs. 

 

Fig. 4. The total power consumption of the network, measured in kW. 

Figure 4 displays the total power consumption inside our 
simulated network. In terms of energy consumption, our 
mechanism ensures that the energy is distributed at acceptable 
levels, despite the fact that there are more users connected to 
the network. Energy consumption is calculated from the sum 
of the power consumption of all BSs. It is a function of the 
number of PRBs that are allocated throughout the network. To 
find how much energy each BS consumes, we calculate how 



much power it requires to transmit a single PRB and multiply 
it by the number of PRBs that a specific BS assigns to the 
users. Because our mechanism ensures that the number of 
PRBs is exactly what each user requires, it keeps the energy 
consumption lower than a classic algorithm that assigns more 
PRBs than those that correspond to each user. 

Finally, Figure 5 shows how the QoS of the network 
changes as the number of users increases. The first thing we 
can discern is how much the classic algorithm is affected by 
the increase of users. With each increase, the QoS produced 
by this algorithm decreases from 10% -20%. On the contrary, 
our mechanism keeps the QoS stable, in all but one case. The 
results show that all users are connected to the network. In the 
case where the QoS drops slightly, by 4%, it is the case where 
it could be addressed by adding more SBS, i.e., exceeding the 
capabilities of the mechanism. 

 

Fig. 5. The QoS of the network, as the number of users increases. 

V. CONCLUSIONS AND FUTURE WORK 

The research presented a deep reinforcement learning-
based network controller for better resource allocation in 5G 
HetNets. By expressing the problem of user association and 
PRB distribution as a Markov decision process, the suggested 
controller was compared to a typical benchmark method. We 
created an open-source network simulator for testing purposes 
that properly captures the network resource utilization of 
several radio technologies, mimicking a 5G HetNet. In 
comparison to the other technique examined, the suggested 
controller increased network performance by raising the 
connection-flow acceptance rate and offering better resource 
management. Furthermore, the network's power consumption 
was lowered while the network's overall throughput was 
enhanced. 

To summarize, Machine Learning, especially 
Reinforcement Learning, is introduced into the system, 
resulting in an intelligible and long-lasting process that solves 
a variety of issues, including the one described in this study. 
The findings indicate that, given the right input parameters, 
the suggested model efficiently adapts to the ever-changing 
environment while also delivering a stable mobile network 
system. 

The technique is implemented with three principles in 
mind: how to boost overall throughput, how to conserve the 
most amount of energy, and how to keep the QoS at an 
acceptable level. The findings are encouraging, indicating that 

the network's overall throughput may be significantly 
increased. In addition, it demonstrates that increased 
throughput does not always imply higher energy consumption, 
and that a method that effectively assigns PRBs may help save 
a significant amount of money on the BS side of the network. 
All the above benefits are obtained while ensuring that the 
QoS does not fall below specified thresholds; if it does, it is 
usually a sign that more BS should be added to the network.  

A future implementation of this technique might add more 
data and variables to train the model, increasing the amount of 
reward received by the agent and allowing for even better 
resource allocation and user association.  
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