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Abstract. Chatbots, the pioneering conversational artificial intelligence (AI)
agents, have experienced remarkable growth and integration in various domains.
In modern societies, chatbots have emerged as transformative digital entities, rev-
olutionizing the way humans interact with technology. These conversational AI
agents have transcended their initial applications to become integral parts of var-
ious industries and daily life. One of the most prominent roles of chatbots is in
customer service, where they offer round-the-clock assistance, swift issue resolu-
tion, and personalized interactions. By handling routine queries and tasks, chatbots
free up human agents to focus on complex and specialized issues, thus optimizing
overall efficiency and customer satisfaction. To this end, this paper aims to present
and describe the architecture of a novel chatbot generator with improved function-
ality in terms of quality of communication with end users and level of provided
services, with a specialized infrastructure understanding the Greek language. The
chatbot generator was developed in the framework of a research project and will
be pilot tested by two end-users, the National Bank of Greece (NBG) and the
General Secretariat for Information Systems & Digital Governance (GSIS-DG).
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1 Introduction

Chatbots are sophisticated artificial intelligence-driven software applications designed
to simulate human-like conversations with users. These conversational agents utilize
cutting-edge technologies such as Natural Language Processing (NLP) and Machine
Learning (ML) to understand and interpret user input, enabling seamless interactions
through text or voice commands.At the heart of their functionality liesNLP,which allows
chatbots to comprehend natural language, identify user intent, and generate appropri-
ate responses [1]. Through ML, chatbots continuously learn from user interactions,
improving their accuracy and efficiency over time.

Generally speaking, chatbots offer a wide range of benefits, including efficient and
instantaneous responses to queries, round-the-clock availability, and the ability to handle
large volumes of interactions concurrently. By automating routine tasks and providing
instant assistance, they optimize processes, save time, and enhance user experiences.
While they excel in various applications, the development of chatbots is not without
challenges. Issues like context comprehension, sentiment analysis, and avoiding biases
in responses remain areas of active research to ensure more meaningful and contextually
relevant interactions.

Except from NLP and ML, chatbots leverage an additional array of cutting-edge
technologies and functions to offer intelligent and dynamic conversational experiences,
including:

• Intent Recognition: By employing sophisticated MLmodels, chatbots can accurately
discern user intent from their queries. This allows chatbots to understanduser requests,
directing them to the most appropriate responses or actions.

• Sentiment Analysis: To enhance user experience, chatbots can analyze user sentiment
and emotions in the input text. This analysis helps chatbots respond with empathy or
appropriately address negative feedback, leading to more meaningful interactions.

• Dialog Management: Chatbots employ dialog management systems to maintain
coherent and context-aware conversations with users. They can retain information
from previous interactions, ensuring smoother and more natural exchanges.

• Personalization: Through ML-driven algorithms, chatbots can tailor responses and
recommendations based on user preferences, history, and behavior. Personalization
enhances user engagement and satisfaction, creating a more seamless experience.

• Knowledge Base Integration: Chatbots can integrate with knowledge bases and
databases, providing access to vast amounts of information in real-time. This
integration allows chatbots to deliver accurate and up-to-date responses to user
queries.

• Context Understanding: Improved context comprehension empowers chatbots to
maintain more coherent and natural conversations. They can remember past inter-
actions, follow-up on ongoing tasks, and adapt responses based on the conversation’s
context.

• Task Automation: Chatbots excel at automating routine tasks, such as appointment
scheduling, order tracking, or information retrieval. By automating these processes,
chatbots save time for users and optimize operational efficiency.
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As technology continues to evolve, chatbots will likely incorporate more advanced
functionalities, enabling them to further enhance user experiences and expand their
applications across various industries. With responsible development and ethical con-
siderations, chatbots have the potential to reshape how we interact with technology and
provide valuable assistance in our daily lives.

Based on the above, the goal of this paper is to present a chatbot architecture that
is targeted at efficiency-oriented digital governance. The proposed architecture takes
into account the particular needs and difficulties that organizations encounter when
implementing chatbot technology. In the heart of the proposed architecture lies the
chatbot generator that enables system administrators to automate the process of creating
chatbots without requiring extensive coding knowledge or technical expertise. The paper
is part of the PYTHIA project which is co-financed by the European Union and Greek
national funds through the Operational Program “Competitiveness, Entrepreneurship
and Innovation”, under the call “RESEARCH - CREATE - INNOVATE (2nd Cycle)”.

The PYTHIA project invests in the technology of Chatbots, AI agents that support
natural language conversations and exploit next-generation internet technologies. The
primary objective of the project is to significantly improve the functionality of chat-
bots, in terms of quality and service in communication for end users, by developing a
specialized infrastructure for understanding the Greek language. The development of
this infrastructure is based on the use of NLP technologies, combined with ML tech-
niques and the integration of Argumentation, Logic, and Structured Dialogue models
[2]. The subsystems resulting from this research implement a complete system/platform
that supports a new service model called Bots-as-a-Service.

The remainder of the paper is structured as follows: In Sect. 2, we introduce
the project requirements that guided the implementation of the proposed architecture.
Section 3 presents in detail the proposed chatbot generator architecture. Finally, Sect. 4
outlines concluding remarks and sketches future work directions.

2 Project Requirements

For the needs of this paper, we formulated specific questionnaires, in order to derive the
necessary information about the functionalities that the cooperating institutions needed,
i.e., the National Bank of Greece (NBG) and the General Secretariat for Information
Systems & Digital Governance (GSIS-DG). Based on the partners’ response, Table 1
presents the main requirements for each partner, which were complemented by specific
needs, such as the requirements for security and privacy.
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Table 1. Main requirements of each partner.

Operator Requirements

NBG Utilization of Chatbot in the form of Q&A for the circular system “Athena” -NBG
Intranet Portal, for use by the employees of the organization

GSIS-DG Use of the Chatbot to serve citizens on the different platforms/services of the
institution

2.1 Functional Requirements

Chatbots have automation options and features that can significantly speed up users’
processes and direct them appropriately to the information they need. However, not all
chatbot software solutions are equally effective. There are specific requirements that
have a substantial impact on chatbot performance while meeting customer needs [3, 4].
A list of the most important requirements of chatbot software is presented below:

• Complex Dialogues: To effectively engage in conversations, chatbot software should
possess NLP capabilities that allow it to analyze conversational context. Essen-
tial functions of this chatbot include discerning question intent, delivering precise
answers, and offering suggestions to confirm or resolve the matter at hand. Proac-
tively seeking information and asking clarifying questions, the best chatbots possess
advanced conversational capabilities, ensuring a non-linear conversation.

• Flexible Data Interfaces: Flexible data interfaces in chatbots refer to the capability of
chatbot systems to interact with and process data from various sources and formats
in a versatile manner. These interfaces allow chatbots to integrate with diverse data
repositories and external systems, making them more powerful and adaptable in
handling user queries and providing relevant information.

• Multi-channel Capability: Multi-channel capabilities in chatbots refer to their ability
to interact and communicate with users across various communication channels and
platforms. Instead of being limited to a single interface, chatbots with multi-channel
capabilities can engagewith users throughmultiple touchpoints, providing a seamless
and consistent user experience across different channels. Multi-channel capabilities
could be considered as a non-functional requirement but it is worth mentioning.

• Fast Onboarding: Fast onboarding refers to the process of rapidly integrating users
into a system, service, or application with minimal effort and time required on the
user’s part. In the context of chatbots or digital applications, fast onboarding is crucial
for ensuring a smooth and efficient user experience from the very beginning.

• Easy Handling: Chatbots’ or digital applications’ easy handling is crucial for
providing a positive user experience and encouraging user engagement.

• Ongoing Optimization: It involves regularly monitoring the chatbot’s interactions,
analyzing data, and making iterative adjustments to ensure that the chatbot remains
effective, relevant, and aligned with user needs and preferences.

• Analytics & Reporting: In chatbots analytics and reporting play a crucial role
in understanding user behavior, evaluating performance, and optimizing the user
experience.
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• Performance and Protection of PersonalData: Performance and protection of personal
data are two essential aspects when it comes to the operation of chatbots and digital
applications, particularly concerning user privacy and the quality of user experience.

Regarding the issue of performance in the context of chatbots, it refers to the effective-
ness, efficiency, and reliability of the chatbot in delivering accurate and timely responses
to user queries and tasks. A high-performing chatbot should be able to understand
user intent, provide relevant information, and complete tasks efficiently, resulting in
a smooth and satisfactory user experience. Continuous monitoring, optimization, and
regular updates are necessary to maintain and enhance the performance of chatbots over
time.

Another important requirement is the protection of personal data.As chatbots interact
with users and gather information, there is a need to ensure the protection and privacy
of users’ personal data. Personal data includes any information that can identify an
individual, such as names, contact details, or financial information. Chatbot developers
must implement robust security measures and data encryption to safeguard this sensitive
information from unauthorized access, breaches, or misuse. Compliance with relevant
data protection regulations, such as the General Data Protection Regulation (GDPR)
in the European Union, is crucial to ensure that personal data is handled ethically and
responsibly.

2.2 Technical Requirements

Successful web chat integrations supported by chatbots depend on meeting important
technical requirements. The main goal is to establish smooth communication with the
chatbot’s backend service and generate a unique user ID for personalized interaction
while enabling seamless messaging between the user and the chatbot. Such technical
requirements include:

• Communication with the Chatbot Backend Service: The main technical requirement
to run a web chat (text window) is to be able to communicate with the chatbot’s
backend service. This communication is required to send messages from users to the
chatbot (or vice versa) and to create a unique user ID for each user communicating
with the chatbot.

• Communication for loading the required HTML: To integrate the chatbot into a web-
site, it is essential to include a specific line of code within the <head> section of
the site’s HTML. By including the necessary code, the chatbot widget is created and
seamlessly integrated into the website, enabling users to access and interact with the
chatbot functionality.

• System Requirements: The system requirements for the application include an
Ubuntu 20.04 (LTS) Server or a more recent version. The application is designed
to be compatible with this operating system to ensure optimal performance and
functionality.
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3 Platform Architecture

This section describes the proposed chatbot generator architecture that follows the
partner-specific, the functional and the technical requirements presented in Sect. 2. The
main components of the architecture are also described. It is worth mentioning, that
the conceptual design of the architecture was based on similar ideas put forth in the
literature (e.g., [5–7]), with the necessary addition of elements that automate the chatbot
development process.

3.1 The PYTHIA Platform Architecture

Figure 1 illustrates in detail the platform architecture proposed in the context of the
PYTHIA project.

Fig. 1. The proposed architecture.

At the end-user side, native webchat can be added to the website with the use of a
script in the HTML head section. The native script includes:

• The project’s HTML (Hyper Text Language).
• The JavaScript that creates the build for the Webchat functions.
• The Vendor JavaScript file which includes the NPM Modules that have been used to

build the project.
• The generated CSS (Cascading Styles Sheets) that contains all the styling of the

Webchat.
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• Additional CSS file which includes any styling changes that may occur.
The procedure to interact with the native webchat includes:

• User login to the service’s website or the digital assistant’s page.
• Through the script on the page, a call (GET) is made to the page to return the native

webchat and it is displayed on the site.
• The script contains all the HTML of the project while adding all the generated files

build to it.
• Upon the user choosing to initiate a chat via native webchat, a cookie is created and

stored on the page which includes a JavaScript Object Notation (JSON) Web Token
which is used to achieve user uniqueness. If previously created and not deleted, it is
recognized by native webchat and returns the history of the user’s conversation with
the digital assistant.

• After the page call, native webchat contacts the digital assistant’s engine (mentioned
as Botakis engine in Fig. 1) to return the appropriate content.

User Message Flow
A series of steps are performed after the user interacts with the chatbot. These steps
include:

• Authentication: Users start with authenticating their identity by making a post call to
the designed host URL of the chatbot to verify that the user exists in the database and
is eligible to access his/her chat history with the chatbot. In case the user is visiting
the system for the first time, a new JSON web token will be created which will be
stored in the user’s browser cookies as well to identify the user the next time he/she
enters the chatbot environment again.

• Digital assistant message: In case the user is contacting the digital assistant chatbot
for the first time, a welcome message is sent by the engine. This message is not
repeated the next time the same user enters the chatbot.

• User message: After authentication, the user will be able to send messages to the
chatbot. The chatbot reads the message and internally forwards it to the recognition
mechanism. This step captures intents (what the user wants to do) and entities (what
the user is interested in). Chatbots understand user intent and then generate a response
based on that outcome. For best results while using the chatbot and generated queries,
the content is trained by content managers to identify the user’s intent more accurately
in subsequent messages.

• Response: At this point, the chatbot determines the best answer and sends it to the
user. If the chatbot returns a fallback or suggestion message, it means it was unable
to respond appropriately.

• Recording: When a user message is received or a response is sent, all chat actions
should be logged anonymously in a log database along with performance metrics and
common errors.

• Feedback: Gathering customer feedback and satisfaction scores is another impor-
tant technique. The user is prompted to give the process a rating after the chat-
bot’s final response. Feedback aids in the resolution of issues with natural language
comprehension and enhances the precision of chatbot responses.
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In Sects. 3.2–3.7 we will introduce and elaborate the main components of the pro-
posed Chatbot architecture. These include the Chatbot Generator, Natural-Language
Understanding, Dialogue Management, Information Retrieval System, Backend and
Response Generation.

3.2 Chatbot Generator

The main novelty of the proposed architecture is the “chatbot generator”. The chatbot
generator is a tool that automates the process of creating chatbots without requiring
extensive coding knowledge or technical expertise. It allows users to build custom chat-
bots for various purposes, such as customer service, lead generation, or informational
support, using a user-friendly interface and predefined templates.

The chatbot generator offers a range of features and functionalities that users can
customize to tailor the chatbot to their specific needs. These features include:

• Pre-built Templates: Chatbot generator provides pre-built templates for different
industries or use cases, making it easier for users to get started quickly.

• Drag-and-Drop Interface: Users can design the conversation flow and structure of the
chatbot by using a simple drag-and-drop interface, without writing complex code.

• Natural Language Processing (NLP): The chatbot generator includes NLP capabil-
ities, enabling chatbots to understand and respond to user inputs more intelligently.
A combination of statistical and rule-based NLP techniques is used to improve the
conversational capabilities of chatbots. The chatbot builder understands the syntactic
structure of the user’s input using a rule-based grammar, allowing it to recognize
patterns and extract meaningful elements from the user.

• Multi-Channel Integration: Chatbot generators allow the chatbot to be integrated with
various communication channels, such as websites, messaging apps, or social media
platforms.

• Analytics and Reporting: The chatbot generator offers built-in analytics and reporting
features to track chatbot performance and user interactions.

• Data Collection and User Management: The Chatbot generator can collect user data
and manage user profiles to provide personalized experiences.

3.3 Natural-Language Understanding

Natural Language Understanding (NLU) is a crucial component of a chatbot due to
enabling it to comprehend and interpret user input effectively. By leveraging NLU tech-
nology, the system can accurately extract appropriate information from user queries and
create a comprehensive representation of their underlying meaning [8]. NLU accom-
plishes this through three fundamental tasks: dialogue act classification, intent classifi-
cation, and information extraction [9]. These processes collectively empower the sys-
tem to better engage with users and provide more relevant and contextually appropriate
responses. In detail:

• Classification of dialog operations involve identifying the purpose of user input, or
more precisely, connecting user input with different types of dialog operations. This
input can be categorized either as a question, remark, suggestion, or other types of



A Chatbot Generator for Improved Digital Governance 131

interactive acts. Knowing the interactivity being performed is important to better
understand user requests and determine appropriate responses [10].

• Intent classification identifies the user’s primary goals. Intent varies largely by indus-
try. For example, industry inquiries such as food orders, hotel reservations, and
weather forecasts. An agent’s intent in the hotel booking industry may be to book,
cancel, or modify a reservation, and an agent’s intent in the grocery ordering industry
may be similar, to submit, query, or modify an order.

• Extracting information by survey is the final step in NLU. The chatbot further extracts
the necessary details and combines them with interaction actions and intents to fully
understand the user’s request.

To fully understand user input in the pilot version, a combination of statistical and
neural methods was used. Statistical methods such as probabilistic modeling have been
used for tasks such as conversational behavior classification, where the system deter-
mines the intent of a user’s input by associating it with various types of conversational
activities. Different dialogues such as requests for information, comments or sugges-
tions. On the other hand, to classify user intent, neural methods, such as deep learning
algorithms, have been used.

3.4 Dialogue Management

The Dialogue Management (DM) subsystem processes information from other subsys-
tems, controls andupdates the context of the conversation, and regulates chatbot behavior.
Designing a robust DM strategy is challenging because it is difficult to predict which
system behaviors will lead to high user satisfaction. Here, we discuss two common DM
design problems: interaction strategy and confirmation strategy selection [11].

An interaction strategy determines who controls the conversation. Conversations
can be user-driven, system-driven, or mixed-driven. In a user-driven interaction, the user
takes the initiative, and the system merely executes the user’s requests and instructions.
In a system-driven dialogue, the system assumes control and merely complies with its
demands. Both the user and the system can take over if there is mixed initiative in the
interaction. [11].

As far as the confirmation strategies are concerned, the are two types of strategies:
explicit confirmation and implicit confirmation. When using the explicit confirmation
strategy, the system confirms understanding by asking the user another question. In the
implicit acknowledgment strategy, the system includes some of the received information
in the response [11].

For the pilot testing purposes, the mixed-driven interaction strategy and the explicit
confirmation strategy have been used. However, we plan to extend the functionality
by developing the remaining strategies and allowing admins to select their preferred
strategy.

3.5 Information Retrieval System

The Information Retrieval System (IRS) has two main purposes. The first one is to
achieve quality and effective results. The second one is about how quickly the requested
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information is retrieved; it is about efficiency. In order to send a request to the system,
the user uses an interface, for example a browser, connected to the IRS via the HTTP
communication protocol. Specifically, user requests through the interface are processed
using NLU mechanisms and converted into a format suitable for IRS.

However, the following problems are often observed: Some of the answers returned
by the IRS are not very relevant to the query. For this reason, relevance feedback tech-
niques were developed and used to improve the quality of results. Using this method
gives the user the opportunity to select some of the IRS’s suggested answers that are
more relevant than others. Therefore, the system can redefine the answer based on user
selection.

3.6 Backend

The chatbot gets the information it needs from the backend to perform the required task
and forwards themessage to the dialogmanagement and response generation subsystems
[12].A rule-based chatbot requires a knowledgebase (KB) to storemanually created rules
[13]. The chatbot retrieves previous conversations using a relational database (RDB).
By considering previous information, the chatbot can communicate more consistently,
accurately, and reliably [14]. KB development is done by humans and can be time
consuming and difficult. To overcome this difficulty, we have automatically created a
new KB from the partners’ existing KB [15].

3.7 Response Generation

Once the appropriate information is obtained, the next step for the dialog system is to
determine what the response will be and how to best present it. The Response Gener-
ation subsystem is responsible for generating responses in a format that the user can
understand. The specific subsystem includes five processing steps: signal analysis, data
interpretation, document design, micro-design, and implementation.

4 Conclusions

This paper presented in detail the chatbot generator architecture developed in the frame-
work of the PYTHIA project. The overall architecturewas based on the requirements and
specifications defined by two of the project partners, i.e., the National Bank of Greece
and the General Secretariat for Information Systems & Digital Governance. The main
components of the architecture were presented, and their functionality was analyzed.
Overall, the chatbot generator simplifies the process of creating and deploying chatbots,
making it accessible to a broader audience and enabling businesses and individuals to
implement chatbot solutions efficiently without significant development resources.

The requirements and specifications described in this paper will guide the full imple-
mentation of the overall system. Then, the chatbot generator will undergo a thorough
pilot testing process with multiple end-users across diverse applications, and its overall
performance and efficiency will be evaluated. As stressed in [16], the application of
the foreseen platform must be evaluated through a set of Key Performance Indicators
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(KPIs), aiming to measure its usefulness and ease of use. The focus of the evaluation
would be to assess, for various types of contexts and associated questions (of varying
complexity, ambiguity and uncertainty), to what extent it can provide useful and relevant
information as well as support for conducting relevant transactions.
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vation”, under the call “RESEARCH - CREATE - INNOVATE (2nd Cycle)” (project id:
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