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Abstract  
In this paper we describe the architecture and the implementation of an application that was 
developed for the transmission of multimedia data, using the multicast mechanism, over the 
Internet. There are two major issues that have to be considered when designing and implementing 
such a service, the fairness and the adaptation schemes. The fairness problem results from the fact 
that receivers with different capabilities have to be served. In our application we use a mechanism 
that categorizes the receivers into a number of groups according to each receiver’s capabilities and 
(the mechanism) serves each group of users with a different multicast stream. With the term 
“capabilities” we do not only mean the processing power of the client, but also the capacity and the 
condition of the network path towards that client. Because of today’s Internet heterogeneity and the 
lack of Quality of Service (QoS) support, the sender cannot assume that the receivers will 
permanently be able to handle a specific bit rate. We have therefore implemented an additional 
mechanism for the intra-stream bit rate adaptation.  
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1 Introduction – Related Work 
The heterogeneous network environment that Internet provides to the real time applications as well 
as the lack of sufficient Quality of Service (QoS) guarantees, many times forces applications to 
embody adaptation elements in order to work efficiently. The main goal of such an approach is to 
adapt the data rate that is sent to the network every time that network conditions change. The 
decision whether the rate will increase or decrease is based on feedback information that the 
receivers send back to the sender. Many researchers believe that this end-to-end control scheme 
must be implemented in the application layer because today’s Internet architecture does not provide 
such a mechanism in the network layer ([20], [13]). 
The implementation of adaptation mechanisms in the applications is often criticized. The main 
arguments that rise against it are that the technologies that are used today for the implementation of 
the core networks, typically based on ATM (Asynchronous Transfer Mode) technology, provide 
capabilities to support QoS; as a result the network should offer to the applications QoS guarantees. 
This is generally true but there is a big problem about it: Today’s Internet is divided into thousands 
of different administration domains. The QoS strategies that are implemented on each one are 
certainly different, and in many cases no QoS strategy is implemented at all. So the multimedia data 
flows that have to traverse many of these different domains in order to reach to the end user don’t 
have a sufficient QoS support. 
In addition any application that sends data (mostly multimedia) over the Internet should have a 
friendly behaviour towards the other flows that coexist in today’s Internet and especially towards 
the TCP flows that comprise the majority of flows. Due to the sliding window algorithm that TCP 
deploys, such flows are the most sensitive in network congestion conditions. Therefore the sliding 



window algorithm forces applications to meet some special characteristics in order to be 
characterized as TCP friendly ([26]).  
The system we propose is based on multicast video transmission with the use of RTP/RTCP ([10]). 
The main perspectives we tried to fulfil are 1) each receiver should receive the best video quality 
that it is capable of and 2) the generated multicast data flow should not be a constraint for the other 
flows. 
In order to achieve the first goal we create n different streams (in most network conditions a small 
number of different streams is enough -typically 3 or 4 streams), each one within certain bandwidth 
limits. All the streams carry the same video information, each one of them having a different 
quality. Receivers join in the appropriate stream depending on the condition of the network path 
towards them and the processing power of each one. If meanwhile the receiver detects that the 
stream it has joined isn’t suitable for it any more another implemented mechanism is used in order 
to provide the receivers the capability of moving into another stream. 
In order to achieve the second goal, we deploy the Additive Increase Multiple Decrease (AIMD) 
scheme in the inter-stream adaptation algorithm. The adaptation mechanism adapts the rate of each 
stream taking into account the number of the receivers that are congested or unloaded. In addition, 
if the capabilities of a receiver aren’t suitable for the stream it has joined, it moves to another stream 
with lower or higher bandwidth limits. 
The subject of adaptive streaming of multimedia data over networks has engaged researchers all 
over the world. The simplest approach for the sender is to use a unicast connection towards each 
receiver ([1], [2], [3], [5], [6], [14]). This approach is best adapted to each receiver’s receiving 
capability, but has the drawback of making unnecessary use of network resources and cannot 
therefore scale well into a large number of receivers. In order to overcome the above drawback, 
someone must use multicast transmission ([23]). The methods proposed for the multicast 
transmission of time sensitive data in the Internet can be generally divided in three main categories, 
depending on the number of multicast sessions used: 
1. The source uses a single multicast session for all receivers ([4], [16],[15], [27]). This results to 

the most effective use of the network resources, but on the other hand the fairness problem 
arises. 

2. Simulcast: The source transmits versions of the same video encoded in varying degrees of 
quality. This results to the creation of a small number of multicast sessions with different rates, 
responsible for a range of receivers with similar capabilities ([17], [21], [23]). The different 
streams carry the same video information but in each one the video is encoded with different bit 
rates, and even different video formats (MPEG, H263, JPEG). So each receiver joins in the 
session that carries the video quality, in terms of bit rate, that is capable of receiving. The main 
disadvantage in this case is that the same video information is replicated over the network.  

3. The source uses layered encoded video, which is video that can be reconstructed from a number 
of discrete data streams and transmit each layer into different multicast session ([18], [19]). The 
receivers subscribe to one or more multicast sessions depending on the available bandwidth into 
the network path to the source. The video is divided in to one basic stream and more additional 
streams. The basic stream provides the basic quality and the quality improves with each layer 
added. 

This work is based on the simulcast approach and it is an extension of the work, which has been 
presented in [24] and [23]. The rest of this paper is organised as follows: Section 2 presents the 
architecture of the implemented prototype. In section 3, we give a detailed description of the 
operation of our prototype application. Section 4 presents some implementation issues. In section 5, 
we present some initial results in performance evaluation of the implemented prototype. Finally, 
section 6 concludes the paper and discusses some of our future work. 

2 System Architecture 
Our system is based on the multicast transmission of video. The advantages that the IP multicast 
service has, makes it the only choice for transmitting multimedia data, especially when the 



application is emulating some kind of broadcasting over the Internet. On the session layer, 
according to the OSI reference model, the Real Time Protocol (RTP) - Real Time Control Protocol 
(RTCP) - is used both by H.323 application and MBONE and is broadly considered as the de facto 
standard for multimedia transmission over the Internet. The RTP-RTCP protocol was also used 
because of the feedback capabilities that it offers (RTCP reports). At the same time, a unicast 
session is established between each client and the Server. This session provides the necessary 
information to the client concerning the multicast IP address as well as the port that is used. So the 
main multicast data session can be joined. Because of the variations on the quality of video that 
various clients can handle, the source transmits a small number of (in our implemented prototype 
we use three) different multicast video streams, each one with its own bandwidth limits, with no 
overlapping. The transmission rate within each stream is adapting within its limits according to the 
capabilities and the state of the clients participating in. 
The main goals that we tried to fulfil are: 1) A quite flexible and fast application, which can react 
fast to the network changes, 2) adjust its rate in such a way that keeps a friendly behaviour against 
other TCP or UDP network applications, and 3) achieve the best possible fairness for each receiver 
based on the idea that fairness for each receiver means to give a slightly worse video quality 
compared to that the receiver might have if it was alone in the multicast stream. The system 
architecture consists of two major entities: The server and the client.  

2.1 Server Architecture 
The server is unique and responsible: 1) to create of the n different multicast streams, 2) to set each 
one’s bandwidth limits, 3) to track if there are any clients that are not handled with fairness and 4) 
to provide the mechanisms to the clients to change stream whenever they consider that they should 
be in another stream closer to their capabilities. Before the beginning of the transmission the Server 
entity interacts with the system administrator, with a quite simple graphical user interface, in order 
for the user to set the desirable values to the main variables of the application. These variables are 
the number of the streams that will be created, the bandwidth limits of each one, the multicast IP 
address and the ports, data and control and the video that will be transmitted. 
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Figure 1 The architecture and the data flow of the Server. 

In the above figure the organisation and the architecture of the Server entity is shown. The Server 
generates n different Stream Managers. In each Stream Manager an arbitrary number of Client 
Managers is assigned. Each Client Manager corresponds to a unique receiver that has joined the 
stream controlled by this Stream Manager. 
The server architecture can be further decomposed in the following modules: 
• Synchronisation Server: Responsible for the management, synchronization and 

intercommunication between Stream Managers. When a Stream Manager wants to resume the 
video transmission that was stopped because either all of its clients have left towards another 
stream or have stopped receiving video, it has to know where the transmission of the video from 
the other streams currently is. It therefore requests this information from the Synchronisation 
Server. 



• Video archive: The hard disks where the video files are stored. Our implementation supports 
three video formats, namely H.263, MPEG and JPEG. 

• Stream Manager: The Stream Manager entity is created by the server entity. It is responsible 
for the maintenance and the monitoring of one of the n different multicast streams that are 
generated in the beginning of the application. Also the Stream Manager entity has all the intra-
stream adaptation mechanisms for the adjustment of the transmission rate. These mechanisms 
will be described later on. A Stream Manager uses the information provided by Client Managers 
to adjust its data rate in order to achieve optimum overall results. A Stream Manager can only 
transmit when it has at least one client participating in its multicast session. The Stream Manager 
entity contains the following modules.  
•  Optimal Rate Estimation: The Feedback Analysis module (described later in detail) contained 

in every Client Manager processes the RTCP reports from the Client and declares the Client 
to be in one of three states: CONGESTED, LOADED or UNLOADED. The Optimal Rate 
Estimation module periodically gathers the states reported by all Client Managers belonging 
to its Stream Manager at the end of a specific, fixed time period (from now on called an 
epoch). It then uses an algorithm described in a following paragraph that tries to improve 
fairness between clients by determining whether a lower or a higher bit rate is more 
appropriate. Whenever a client cannot be satisfied by a stream due to the fact that most of the 
other receivers have much higher or much lower reception capabilities, the Optimal Rate 
Estimation module informs it that it has to move to a lower or higher quality stream. 

• Quality Adaptation: Responsible for the adaptation of the video transmitting quality. Its 
behaviour (whether to adapt the transmitting quality upwards or downwards) is determined 
by the Optimal Rate Estimation module. Due to the fact that the new bit rate depends on the 
value of the current one, the Quality Adaptation module computes the current bit rate by 
dividing the amount of bytes sent from the end of the last epoch until the end of this epoch, 
by the time period that is represented by an epoch. The other alternative would be to make no 
manual computation and to assume that the current bit rate is the one that the module tried to 
establish at the end of the previous epoch. This second approach has the decisive drawback 
however, that there is no guarantee that the previously intended bit rate was actually achieved 
by the encoder and sent to the network. In fact, practice showed that sometimes the actual bit 
rate achieved varies significantly compared to the bit rate the Quality Adaptation module 
intended to achieve. Whether there is a big difference between the bit rate requested by the 
Quality Adaptation module and the actual bit rate, mainly depends on the encoder and the 
encoding format, as well as the capabilities of the server host. 

• Packet scheduler/ Server buffer: This module sends all outgoing information to the network. 
Its responsibility is to encapsulate data in RTP packets. There is also a buffer used to smooth 
accidental problems during the network transmission. 

• Client Manager: Corresponds to a unique Client. It processes the RTCP reports generated by 
the Client and can be considered as a representative of the client at the side of the server. It can 
interact only with one Stream Manager at a given time, the Stream Manager controlling the 
stream from which the client is receiving the video. It contains the following component: 
• Feedback analysis/Report buffer: This module receives the RTCP reports from the client and 

processes them based on packet loss rate and delay jitter information. It then makes an 
estimation of the state of the client, based on the current and a few previous reports, that it 
stores in a buffer. The exact operation of the algorithm is described in a following paragraph. 

2.2 Client Architecture 
The client architecture consists of the following modules: 
• Client buffer: Multimedia data received are first stored in this module, and presentation does 

not begin unless there is a necessary amount of data stored in the client buffer. In order to achieve 
smooth media presentation to the user, this buffer’s capacity has to exceed the maximum delay 
jitter during data transmission. 



• Feedback: This is the module that produces the information necessary for the Feedback 
Analysis Module at the server to estimate the client’s state. Control information is transmitted 
with RTCP reports, which include, as mentioned earlier, information about packet loss rate and 
delay jitter. 

• Decoder: This module takes the data packets from the client buffer as input, decodes them and 
outputs them suitable for presentation. The quality of the presented video is higher when the 
receiving data rate is high. Video quality can also be affected by packet loss and delay. 
Presentation can come to a complete stop if data in the client buffer drops below the required 
minimum 

• User Display: The module responsible for the presentation of the video to the user, which can 
be a computer monitor. 

3 Description of System Operation and Algorithms 
The source initially constructs a number of streams. This number depends on the number of 
receivers with different reception capabilities that expected to request video from the source and the 
processing capabilities of the machine where the server runs. Since in this implementation this 
number is determined at the initialisation of the server, an estimation of the actual number of 
receivers is useful. A small pre-determined number can, however, work well in most cases, because 
it offers the possibility of a reasonable categorization of all receivers according to their capabilities. 
Each stream has to do its own processing on the video so as to transmit it at its prescribed rate, 
therefore many streams mean heavy processing load for the server. A solution to this problem, apart 
from using a small number of streams, could be storing the video in various (or all) needed 
encoding types so that each stream can use its own locally stored file. This, of course, has the 
drawback of taking up more disk space. Since a small number of streams were considered satisfying 
for our experiments, our implementation performs encoding on the fly. A stream without any clients 
in its session is ready for transmission but remains inactive. 
When a client wants to start receiving video, it requests from the server the address of a multicast 
session belonging to a transmitting stream. This and all other Client – Server communication is 
made through the use of CORBA (Common Object Request Broker Architecture). Since the client 
user can have some local knowledge over its connection quality, he can make an initial estimation 
of the stream in which the client might best fit and is allowed to enter any stream the user chooses. 
If no choice is made, then by default the client enters the lowest quality stream. An overestimation 
can be expected to have small negative effects, since the client will be moved shortly to a more 
suitable stream. 
By joining a multicast session the client informs the stream to start transmitting, if it is not doing so 
already. A dedicated Client Manager is created to represent the client at the side of the server. 
RTCP reports are sent back to the stream and in particular to the appropriate Client Manager’s 
Feedback Analysis module. Information in RTCP reports contains two values that describe the 
quality of the transmission: packet loss rate and delay jitter. These values are passed through the 
following filters used to avoid wrong estimations and determine the aggressiveness of the feedback 
analysis protocol:  
For the packet loss rate: 

LRnew = a * LRold + (1-a) * LRnet 
Where: LRnew: The new filtered value of packet loss rate, LRold: The previous filtered value of 
packet loss rate. For the first report after the start of transmission, this value is 0, LRnet: The packet 
loss value that was contained in the RTCP report received from the Client. a: a parameter that 
determines the aggressiveness of the adaptation concerning the packet loss value. Its value ranges 
from 0 to 1, with a=0 meaning that only the current report is taken into account, and a = 1 meaning 
that all new RTCP reports are ignored. 
For delay jitter: 

Jnew = b * Jold + (1-b) * Jnet 



Where: Jnew: The new filtered value of delay jitter, Jold: The previous filtered value of delay jitter. 
For the first report after the start of transmission, this value is 0, Jnet: The delay jitter that was 
contained in the RTCP report received from the Client. b: a parameter that determines the 
aggressiveness of the adaptation concerning the delay jitter value. Its value ranges from 0 to 1, with 
b=0 meaning that only the current report is taken into account, and b = 1 meaning that all new 
RTCP reports are ignored. 
For the sake of clarity, a distinction has to be made between two kinds of states, that both can take 
the values of UNLOADED, LOADED or CONGESTED: we call the first one the “unprocessed 
state” and the second the “processed state”. The unprocessed state is derived directly from the 
filtered values of packet loss rate and delay jitter, according to the following rules: 

if (LRnew >= LRc) unprocessed state = CONGESTED 
if (LRu < LRnew < LRc) unprocessed state = LOADED 
if (LRnew <= LRu) unprocessed state = UNLOADED 
if (Jnew > γ*Jold) unprocessed state = CONGESTED 

We have defined LRU as the maximum value of the unloaded packet loss rate and LRC as the 
minimum value of the congested packet loss rate. Where γ is a parameter, which specifies how 
aggressive the network condition estimation component will be to the increase of delay jitter. 
The state that will be reported to the Optimal Rate Estimation module of the Stream Manager is 
called the processed state. It is computed by taking into account the last n unprocessed states, which 
are held in an n-sized buffer in the Client Manager. This buffering mechanism contributes to the 
conservative behaviour of the Optimal Rate Estimation module. A CONGESTED unprocessed state 
does not necessarily impose that the processed state will also be congested, especially if the 
majority of the previous “unprocessed states” were UNLOADED. The way the processed state is 
computed is presented below: 
We first introduce a new variable, USV (Unprocessed State Variable), that takes a new value for 
each unprocessed state as shown: 

if (unprocessed statei = = CONGESTED) then USVi = -1 
if (unprocessed statei = = LOADED) then USVi = 0 

if (unprocessed statei = = UNLOADED) then USVi = 1 
The processed state is then determined by the value of  

f(i) = statei * wi + statei-1 * wi-1 + … + statei-n+2 * wi-n+2 + statei-n+1 * wi-n+1 
where wi, …, wi-n+1 are weights used to quantify the decreasing importance of old unprocessed 
states. 

if ( f(i) < 0 ) then processed statei = CONGESTED 
if ( f(i) = = 0 ) then processed statei = LOADED 
if ( f(i) > 0 ) then processed statei = UNLOADED 

Information update in Client Managers is made asynchronously, every time an RTCP report arrives. 
However, Stream Managers update their rates synchronously and therefore time in system operation 
is divided in epochs of certain length. At the end of an epoch, each Stream Manager polls the states 
of all the Client Managers that correspond to a client receiving this stream and the Quality 
Adaptation module determines the improvement or degradation in this stream’s video quality. 
Whether there will be an improvement or degradation is determined as follows: If all receivers1 are 
in the UNLOADED state, video quality is improved. If more than a certain threshold of receivers is 
CONGESTED, video quality is degraded. The threshold used for our experiments was one-third of 
all receivers listening to the stream. 
The new bit rate is estimated using an Additive Increase, Multiplicative Decrease (AIMD) 
algorithm, just like TCP. Increase is achieved by adding a standard small value to the previous bit 
rate, and is therefore quite conservative in bandwidth consumption, while decrease is achieved by 
multiplying the previous bit rate with a number in the range of 0…1 (typically around 0.75) and so 
the algorithm is more aggressive when trying to react to congestion. 

                                                 
1 The number m of the receivers can easily computed by the RTCP protocol 



There are three cases in this phase that will lead to a client’s transition towards another stream: 
• If the stream from which the client is currently receiving video has already reached its lowest 

transmitting rate and the client is still in CONGESTED state then the client stops listening to this 
stream and joins the session of a lower quality stream (if such a stream exists). 

• If the stream from which the client is currently receiving video has already reached its highest 
transmitting rate and the client is still in UNLOADED state then the client stops listening to this 
stream and joins the session of a higher quality stream (if such a stream exists). 

• The third case applies to a client that co-exists in a stream with low capacity receivers but is 
capable of handling better quality video, so it has been unable to improve the video quality of the 
current stream. The mechanism used aims in making the protocol more conservative and operates 
by counting the number of consecutive times the receiver was UNLOADED but failed to 
improve the video quality. When this number exceeds a certain limit, we assume that the receiver 
has indeed higher capabilities and move it to a better quality stream. Transition from one stream 
to another also means that the client’s corresponding Client Manager module will now interact 
with the new Stream Manager. 

The conservatism our protocol exhibits has two advantages: (1) We successfully ignore RTCP 
reports that are the result of temporary factors, for example congested reports that appear almost 
certainly when a stream transition occurs and are due to system load but have a very short effect on 
the reception capability. (2) Our protocol is TCP-friendly, because it only consumes excessive 
bandwidth when it is absolutely certain that this bandwidth can be handled, and furthermore uses 
the conservative AIMD algorithm. 
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Figure 2 The operation of the application. 

4 Implementation Issues 
For the implementation of our system we used the Java Programming Language, and in particular 
the Java Media Framework API ([12]). Java’s object-oriented model fits our design and JMF offers 
a convenient level of abstraction, which allows the developer to concentrate on high-level issues, 
thus making it an ideal platform for experimental research. In particular, JMF provides support for 
RTP transmission and reception of real-time media streams across the network. It offers some very 
useful classes and interfaces, like the Session Manager, that encapsulates the creation, maintenance 
and closing of an RTP session, the Processor that encapsulates processing and control of time-based 
media data and the DataSource that encapsulates media protocol-handlers. Our JMF-based 
implementation is represented by the Figure 3 and Figure 4. The Figure 5 shows the Graphical User 
Interface of the Client. 
All communication between the server and the clients is achieved using CORBA. This technology 
allows a module written in any language that supports CORBA to be integrated seamlessly in our 
system, as long as it implements a small number of functions necessary for remote communication. 
CORBA communication between the Server and the Clients also requires a third entity, the Naming 
Service. It can be located on the same host as the Server or on any other host in the network. All 
clients and the server, however, must know its location. When the Server is initialised, it registers 
itself and all the Stream Managers it creates to the Naming Service using a hierarchical 
representation similar to an operating system’s file structure. When a client is started it uses the 
Naming Service to request a reference to the Stream Manager it wishes to receive data from. Every 
time the client makes a transition to a different stream, it uses the Naming Service to get a reference 
to the new Stream Manager. Since communication may also be directed from the Client to the 
Server, during initialisation every Client also registers itself to the Naming Service. This way the 



Client Manager module (which is part of the Server entity) can locate its corresponding Client and 
order it to move to a different stream whenever necessary. 
These choices generally indicate our purpose for this implementation to be experiment- and 
flexibility- oriented, rather than performance-oriented and therefore it can be improved in terms of 
resource optimisation. 
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Figure 5 Client GUI 

5 Performance Evaluation – Initial results 
In order to evaluate the performance of the implemented prototype, we run an experiment over a 
controlled networking test-bed, which, we have implemented over the campus network of 
University of Patras in Greece. The test-bed consists of one Server and six Clients. We connect each 
participant with connections of different capacity to our network test-bed with the use of traffic 
policy on the access router of each participant (the Server and the six Client) in the test-bed. More 
particularly, the Server is connected to our test-bed with 2 Mbps connection and the Clients are 
connected with connections, which vary from 200-700 Kbps. The Server was transmitted three 
streams with the following limits: Stream 1: 10Kbps-184Kbps, Stream 2: 184Kbps-368Kbps and 
Stream 3: 368Kbps-600Kbps.During the experiment the Server was using the following parameters 
in order to control the operation of the implemented mechanism: a=0.5, b=0.8, γ=2, LRu=0.02, 
LRc=0.05 (the values of the above parameters base on experimental results). The AIMD algorithm 
of the Server was increasing the transmission rate of a Stream by 50Kbps during network unloaded 
periods and was decreasing the transmission rate to 75% during network congestion periods. We 
run the experiment for 360 sec and in the begging of the experiment the Server transmits only the 
Stream 1 with transmission rate of 10Kbps and all the Clients are connected to Stream 1. 
Figure 6 shows the transmission rate of the Server Streams during the experiment and the Figure 7 
shows the receive rate of a representable Client which is connected to the network test-bed with 400 
Kbps connection. 
As the Figure 6 shows, in the beginning of the experiment all the Clients are connected to Stream 1 
and the transmission rate of Stream 1 increase until it reach its upper limit. Then some Clients 
switch to Stream 2 and the Server starts transmit the Stream 2 (at 60th second) except of the Stream 
1. After some time some Clients switch to Stream 3 (at 100th second) and the Server transmits all 
the three streams. During the experiment, the Server stops a stream if the stream does not have any 



receivers. As the Figure 7 shows, the representable Client starts receiving Stream 1 from the Server 
and when this Stream reach its maximum capacity, the Client switch to Stream 2 in order to exploit 
the available bandwidth. The switching from Stream 1 to Stream 2 takes some time to complete 
because the join action and especially the leave action of a multicast group take some time to 
complete. 
The above described experiment can only be consider as an initial performance evaluation of the 
implemented prototype and shows predictable operation of the implemented prototype and has 
encouraging results. We plan to investigate in more detail the behaviour the implemented prototype 
in our future work. 
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Figure 6 Transmission Rate of Server Streams 
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Figure 7 Receive Rate of representable Client 

6 Conclusion - Future Work 
In this paper, we present the implementation of a prototype for multicast transmission of adaptive 
multimedia data in a heterogeneous group of receivers with the use of replicated streams. We 
concentrate on the design of a mechanism for monitoring the network condition and estimate the 
appropriate rate for the transmission of the multimedia data in each stream in order to allocate each 
receiver to the appropriate streams and treat the receivers with fairness. The implemented prototype 
uses RTP/RTCP protocols for the transmission of multimedia data. 
Our future work includes the validation of implemented prototype by using it for the multicast 
transmission of multimedia data in a heterogeneous group of receivers both in a controlled network 
test-bed and in the Internet in order to examine the behaviour of the implemented prototype against 
TCP and UDP traffic. In addition we plan to examine the behaviour of the proposed mechanism in 
very large multicast group through simulation. In addition we will investigate the benefits of 
dynamically adding more streams instead of the static number of streams that the implemented 
prototype supports now. 
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