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SUMMARY

DiffServ is the basis of contemporary QoS-enabled networks. Setting up DiffServ QoS requires extensive engineering 
effort in dimensioning and provisioning, especially for adjacent networks under different administrations linked in 
a ‘federated’ hierarchy. The bandwidth broker is an entity that is responsible for the management of the resources 
and the QoS service operation in an automated way. In this paper, we present, test and compare two different 
architectures of bandwidth brokers: a centralized one and a distributed one. We also deal with the inter-domain 
operation of the bandwidth broker in order to perform end-to-end provisioning. The paper presents the relevant 
aspects for inter-domain operation of a bandwidth broker and focuses on pathfi nding issues. We discuss two models 
for inter-domain routing through bandwidth brokers, analyzing their advantages and comparing them. Copyright 
© 2008 John Wiley & Sons, Ltd.

1. INTRODUCTION

Recently, a number of Quality of Service (QoS) architectures have been proposed aimed at improving 
the performance of network applications that until now have always been handled by the traditional 
best-effort service. The most widely used architecture is DiffServ [1], which minimizes the number of 
actions to be performed on every packet at each node and builds a confi guration that, unlike the alterna-
tive IntServ architecture, does not use a signalling protocol. Individual DiffServ mechanisms are applied 
to traffi c aggregates rather than individual fl ows. The operation of the DiffServ architecture is based on 
several mechanisms. The fi rst mechanism is the classifi er that tries to classify the whole traffi c into aggre-
gates of fl ows (traffi c classes) and marks them (packet-marking mechanism) mainly using the DSCP fi eld 
(Differentiated Service CodePoint [1,2]). This fi eld exists in both the IPv4 and IPv6 packet headers, as 
part of the Type of Service (ToS) fi eld and as part of the Traffi c Class fi eld, respectively. The operation 
of services based on DiffServ architecture also uses several additional mechanisms (packet metering and 
shaping) that act on every aggregate of fl ows. In addition, in order to provide QoS guarantees it is nec-
essary to properly confi gure the queue management and the time routing/scheduling mechanism that 
fi nally provide the appropriate ‘network treatment’ to the incoming packets. The most common DiffServ-
based QoS service nowadays is called IP Premium [3]. It classifi es the packets using the DSCP values for 
admitted and downgraded packets. Policing is performed at the edge of the network and high-priority 
queuing is applied in the core and access routers at the outgoing interfaces. Therefore, under appropriate 
network dimensioning and admission control, it provides guaranteed bandwidth and low-latency 
characteristics.

The most critical issue in the deployment of a QoS service is the ability to provision the network and 
provide the service on an end-to-end basis. Otherwise, the deployment is quite complicated, as many 
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parties should work and also there are many issues that can fi nally degrade the overall performance that 
the applications experience. In this direction, the automatic provisioning and management of a network 
and ideally all the connected networks through pre-agreed interfaces is the next big challenge. This goal 
can be achieved through bandwidth brokers. A bandwidth broker (BB) [2,4] is an entity that manages 
the resources within a specifi c DiffServ domain by controlling the network load and by accepting or 
rejecting QoS service requests. Every user (service operator) who is willing to use an amount of network 
resources, between its node and a destination, sends a request to the BB. For requests that span multiple 
domains (inter-domain requests), the BB will have to communicate with other BBs in the adjacent 
domains that are traversed by the requested fl ow. BBs only need to establish relationships of limited trust 
with their peers in adjacent domains, unlike schemes that require the setting of fl ow specifi cations in 
routers throughout an end-to-end path (see Figure 1). Therefore, the bandwidth broker architecture 
archieves to keep state on an administrative domain basis, rather than at every router while the DiffServ 
architecture makes possible to confi ne per aggregation of fl ows state to just the edges routers.

Bandwidth brokers are an intensely studied fi eld and a number of architectures (distributed and cen-
tralized), evaluations and surveys have been proposed [5–8,9,10]. Also, extensive research has been 
conducted on provisioning and resource reservation issues, through bandwidth brokers [11–15]. 
Researches focus mainly on admission control issues, security as well as technology and vendor inde-
pendency. Finally, all modern research—academic networks across the world (Internet2 and Geant 
[6,15])—is already studying and developing such systems, aiming at introducing them in their produc-
tion network the following years.

A BB contains several modules that are necessary for its operation:

• An inter-domain interface—this is used for communication with adjacent BBs.
• An intra-domain interface—this is used for communication with the service components located 

inside the domain that the BB controls.
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Figure 1. A bandwidth broker controlling a network
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• A Network Information System interface—this is used so that the BB knows the information regard-
ing the network topology and operation.

• A user/application interface—the scope of this interface is to allow the user and applications to send 
requests to the BB.

• A network and policy manager interface—this interface allows implementation of network manage-
ment, admission control and network provisioning and monitoring.

When a user is willing to use an amount of network resources, he sends a Resource Allocation Request 
(RAR) to the bandwidth broker of his local domain. The BB receives the RAR, examines whether the 
requested resources are available and also whether the Service Level Agreement (SLA) requirements are 
fulfi lled (this operation is performed by the admission control module) and sends a Request Allocation 
Answer (RAA) back to the user informing him whether the RAR was accepted or not. If the RAA contains 
a positive answer, the network resources that were requested should be reserved. In order to achieve 
this, the BB uses the intra-domain interface to confi gure the network elements in order to apply a speci-
fi ed per-hop behaviour, according to the QoS service that the network provides.

The rest of the paper is organized as follows. Section 2 discusses the basic modules of a BB and the 
implementation of two architectural models in a simulation environment. Section 3 describes a set of 
tests that aim to validate the operation of the BB and evaluate the performance of the two models. Section 
4 discusses issues regarding the inter-domain operation of a BB and presents some simulation results. 
Finally, Section 5 describes the conclusions and Section 6 is devoted to future work.

2. BANDWIDTH BROKER IMPLEMENTATION

In order to study the operation of the BBs and the possible choices in terms of provisioning, deployment, 
network management and performance, we have used the ns-2 simulation environment [16] and imple-
mented three variations of BB architectural models [17,18]. These models have been used in order to 
extensively test a number of aspects of their operation and isolate the architectural choices that infl uence 
in a specifi c way the effi ciency of each model.

The three architectural models that have been developed, implemented and tested in the ns-2 simula-
tor environment are the following:

• parallel distributed BB model (PDBB model);
• centralized BB model (CBB model);
• centralized fault-tolerant bandwidth broker model (CFBB model).

In every implementation, two kinds of agents exist: the edge BB (BBedge agent) and the base BB (BBbase 
agent). A BBedge agent is a module located at each node (router) of the network that represents a client 
interface (to user or application) which receives and forwards requests for usage of QoS service by traffi c 
with a specifi c profi le for a specifi c time period. Such a request is received by the BBbase agent, which 
represents the main BB server, and added as a request with specifi c parameters (sender, end node, band-
width, time limit and status, which at this stage is set to pending) at a local database. When the process-
ing of the request fi nishes, the status request changes according to the result of the processing, either to 
‘satisfi ed’ or to ‘rejected’. The answer is then sent back to the BBedge agent.

Another common element of the BBbase agents for all models is the request buffer. The BBbase agents 
process one request at a time, so if two requests arrive close together the fi rst one is served and the other 
one is added to a buffer that exists at the BBbase agents. If a request arrives and the buffer is empty, the 
request is immediately processed. Otherwise, if the buffer contains previous requests but is not yet full, 
the request is added at the end of the buffer to be processed in the future. Finally, if the buffer is full, 
the request is rejected. The length of the buffer is confi gurable and is a point of investigation for the 
effi cient operation of a BB.

Although the structure of the BBedge agents is the same for all models that have been implemented, 
each one operates in its own fashion when various packets are received during the simulation. The 
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differences between the architectures have mainly to do with the structure and provisioning model. The 
different models use different methods for network provisioning and for processing requests (admission 
control).

The PDBB model keeps information about the state of each link (QoS parameters for existing requests, 
link dimensioning parameters) and node at the corresponding BBedge agent (which is located on this 
node). Therefore, the provisioning information is kept locally on the node’s agent and is processed 
through this agent. Conversely, the CBB model stores this information at the BBbase agent and the CFBB 
model stores the information both at the BBedge agents and at the BBbase agent. The format of this 
information is as follows. Consider, for example, node 1 that is connected with node 2 and node 2 is 
connected with node 1. The relevant information for node 1 is that ‘the available bandwidth from node 
1 to node 2 is b for the time period t2 − t1′, where t2 and t1 are points in time, and b is the bandwidth 
metric that arises from dimensioning of the network and the service. The relevant information for node 
2 is that ‘the available bandwidth from node 2 to node 1 is b′ for the time period t′2 − t′1′, where t′2 and 
t′1 are points in time, and b′ is the bandwidth metric that also arises from dimensioning of the network 
and the service. In our simulation model we make the assumption that b′ equals b, t′82 equals t2 and t′1 
equals t1 between two nodes; in other words, that dimensioning, requests and reservations are bidirec-
tional and symmetric. For the CBB, the BBbase agent’s local database has, per each node it manages, 
complete information of the available bandwidth on every link.

In each one of the implemented models, we use a different communication protocol in order to com-
plete the processing of requests. Communication between a BBbase agent and a BBedge agent is achieved 
with the use of messages that are always sent either from a BBedge to a BBbase or from a BBbase to a 
BBedge agent. Two BBedge agents never communicate by sending messages to each other, since the 
BBbase agent always intervenes in the communication.

For the PDBB model, processing takes place as follows. In this model, all the information about 
the status of links regarding available bandwidth is stored locally at the BBedge agents, as has 
already been mentioned. At the beginning, the BBedge agent that received the request forwards it to 
the BBbase. Then, the BBbase agent querying the network information system retrieves the routing 
path. Next, the admission control algorithm, which runs in a distributed manner, is executed. In 
particular, the admission control algorithm requires that the BBbase agent sends a packet to each of 
the nodes (BBedge agents) that are located on the routing path, querying them for bandwidth at a 
particular time period. If it receives even a single negative answer, it does not wait for any further 
response by BBedge agents, but rather it stops the request process, sends a negative answer to the request 
sender and moves on to another request. If the BBbase agent keeps getting positive answers from the 
nodes, it waits until all the nodes respond to its query. If all the nodes have answered positively, it sends 
a positive answer to the request sender and a packet to each node on the request path, in order to update 
their information about bandwidth availability. After that, the BBbase moves on to process the next 
request (if any). A positive answer means that the BBbase agent allows the request sender to use 
the requested bandwidth by guaranteeing the appropriate resource reservation. The PDBB model is 
fully fault tolerant as, if the BBbase is unreachable (due to system or network failure), the BB system 
can continue working simply by introducing a new BBbase agent (one of the active BBedge agents 
become BBbase).

The CBB model is a centralized model compared to the distributed nature of previous models. The 
BBbase agent stores all information about the status and availability of the links at a local database, which 
it consults in order to process a request. The response time is therefore reduced by eliminating much of 
the network communication, but the CBB model also has reduced resiliency because of its dependence 
on a single node.

The CFBB model combines the advantages of the CBB model and adds some information redundancy 
for the purpose of increased resilience to node failures. Data regarding the link status and availability is 
stored both at BBedge and BBbase agents. An incoming request is processed exactly as in the CBB model, 
but upon a positive answer the BBbase agent not only updates its local database but also sends a packet 
to each node on the request path to update their relevant information. This information is not retrieved 
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during the request processing, but it can be used in the case of a failure at the node hosting the BBbase 
agent. Another node can then run a new BBbase agent that is brought up to date by all the BBedge agents 
(each sending a single message to the new BBbase agent with the relevant information) about the avail-
ability of bandwidth and the current reservations. The trade-off for the CFBB model is the generation of 
some additional network overhead over the CBB model.

The implemented BB models provide a QoS service with the characteristics of bandwidth guarantee 
as well as minimum delay and jitter. This service is the IP Premium, which follows the classic DiffServ 
architecture [3]. It classifi es the packets using the DSCP values for admitted and downgraded packets. 
Policing is performed at the edge of the network and high-priority queuing is applied in the core and 
access routers at the outgoing interfaces.

The original ns-2 functionality supports packet classifi cation at the edge routers using the source–des-
tination pair of the IP header. We have already enhanced the simulator so that the classifi cation is done 
using the DSCP fi eld of the IP header [17]. This enables packets that have the same source and destina-
tion nodes but belong to different applications to belong to different classes as well, and packets with 
different source and destination nodes to belong to the same class.

The QoS mechanisms at the edge of the network have the responsibility of packet classifi cation and 
policing. If the BBedge agent receives a positive answer about a request it has submitted, it confi gures 
all the relevant edges that it manages, through the network management interface. After the confi gura-
tion process has been completed, the source can start using the requested and allocated network 
resources.

The QoS service, as it has been implemented, classifi es the packets that have been admitted with DSCP 
value 46. Then, when the packets are inserted in the network, a strict token bucket policy is applied in 
order to be sure that the transmitted rate agrees with the admitted rate (the exceeded packets are re-
marked to DSCP value 0). Next, on all the network nodes, the queue management mechanism is appro-
priately confi gured, using a high-priority queue that takes advantage of the network’s dimensioning to 
provide guaranteed bandwidth and minimum delay and jitter. Other traffi c is treated as best-effort using 
the default queue (FCFS).

3. TESTING OF THE IMPLEMENTED BANDWIDTH BROKER

3.1 Testing and validating the QoS service

The BB, as mentioned above, has been confi gured to manage the IP Premium QoS service. We tested the 
service using Priority Queuing and the Modifi ed Defi cit Round Robin (MDRR) in strict priority mode as 
the queue-scheduling mechanisms. Priority Queuing is a mechanism that can provide prioritization using 
a single priority queue while the other packets are served with default queuing (fi rst come, fi rst served) 
when the priority queue is idle. The MDRR is a newer queue-scheduling algorithm that allows the con-
fi guration of several queues. In strict priority mode, MDRR can provide absolute prioritization to the 
packets of a single queue, while the other queues are managed in round robin manner only when the 
priority queue is empty. The duration of each queue’s serving time is confi gured by specifi c attributes 
(called quantum and defi cit).

We performed validation tests of the BB-implemented models, where two sources requested 1Mbps 
and 800 kbps premium traffi c, respectively. Comparing the results from the experiments (Figure 2), it is 
obvious that the BB manages the IP Premium service very well, either with the MDRR or the Priority 
Queuing mechanism. The throughput of the admitted fl ows was ideal and the delay was extremely low 
in both Priority Queuing and MDRR cases. The only noticeable difference was that the delay was a little 
bit smaller when the IP Premium service was provided using the MDRR mechanism. Finally, as the 
MDRR mechanism seems more powerful and provides a smaller delay than Priority Queuing, we decided 
to use the MDRR mechanism in the next simulations.
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3.2 Testing setup

The performance of the BB models was compared in a number of different network topologies using 
several criteria and metrics. An important metric is the response time (the time from the moment a request 
is submitted to the BBbase agent until the moment the BBbase agent responds either by accepting or 
rejecting it) and the network overhead caused by the control messages exchanged. Requests in our 
experiments were randomly generated in an ns-2 simulator. The parameters for each request were also 
randomly produced within suitable boundaries (regarding the total duration of each simulation, total 
available bandwidth, minimum and maximum reservation requests) for each situation that we wanted 
to simulate. For the experiments, four different topologies were used.

3.3 Distributed versus centralized

For the main set of experiments we used a number of different topologies (Figure 3) in order to obtain 
more accurate results. The tests aim at measuring and comparing the three implemented models, using 
as metrics the network overhead, the response time and the acceptance rate.

In Table 1 we have summarized the network overhead caused by each BB model for each topology, 
measured by the average number of packets exchanged per request.
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Because of the distributed nature, there is much more network overhead for the PDBB compared to 
the CBB model, especially for the serial and tree topologies. This difference is signifi cantly reduced 
for the star topology, because the star topology fi ts better to the implementation algorithm of the 
PDBB models. CFBB introduce move overhead in network comparing to CBB and in all cases less 
than PDBB.

In addition, these experiments show that the performance of the PDBB model is affected by network 
topology and location of the BBbase agent. The distribution of the QoS requests across the network nodes 
also plays a key role. Therefore, the PDBB model requires an optimal location of the main BBbase agent. 
Generally, the optimal location of applications is a well-known problem [19] and in the case of the dis-
tributed BB it can be addressed by studying the topology and therefore applying periodic optimal selec-
tion of host node for the BBbase agent. In Section 3.4.2 we present a relevant module.

The second set of tests aimed at measuring the acceptance rate per model for each topology, together 
with the results, are presented in Table 2. All models benefi t from the star topology and produce better 

Figure 3. The topologies in simulation tests

Model/topology Serial Star Tree Random

PDBB 9.68 4.92 9.92 6.61
CBB 2.01 1.70 1.94 1.90
CFBB 3.66 2.44 3.63 3.01

Table 1. Network overhead (average number of packets per request)
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results. Because of the lack of potential bottleneck links, the star topology allows the largest percentage 
of requests to be accepted. Since in general the topology is typically fi xed and the only realistic choice is 
between the BB models, Table 2 suggests that for a random topology all models display similar behaviour, 
which hints that this is probably the best behaviour one can expect, short of using more sophisticated 
admission control algorithms or more sophisticated positioning of the BBbase agent.

Finally, we measured the average response time for all models, and Table 3 presents the results. We 
have also calculated the standard deviations for the response times, which are presented in Table 4. In 
all cases, the CBB and CFBB models are identical, as expected, since their request processing procedures 
are exactly the same.

The close proximity of the nodes to the BBbase agent in the star topology favour the PDBB distributed 
model, which closes the gap with the CBB/CFBB centralized models. But also for the rest of the topolo-
gies the response time remains within two to four times that for the CBB/CFBB models, which can be a 
reasonable trade-off for the distributed advantages of the PDBB model.

3.4 Discussion

3.4.1 Optimization of bandwidth broker
Examining the admission control algorithm, a possible drawback is that the decisions concerning a 
request that have been taken at a given time include the routing path. The latter can cause some rejec-
tions of requests, when the network resources are not reserved in a balanced way (using alternative 
paths too) in order to allow free resources in all links where possible. This problem can be solved by 
running an optimization algorithm when the network approaches such unbalanced conditions (for 
example, when the reserved resources on a link exceed a specifi c threshold: 80% of the available resources). 
This optimization algorithm can run periodically, reconfi gure some admitted requests using alternative 
paths with the same guarantees and examine again the rejected requests. Such an optimization algorithm 
should use traffi c engineering characteristics with the use of MPLS and other advanced mechanisms that 
have been proposed [20,21].

Model/topology Serial Star Tree Random

PDBB 0.2029 0.2227 0.2171 0.2130
CBB 0.2035 0.2259 0.2088 0.2106
CFBB 0.2060 0.2323 0.2083 0.2118

Table 2. Acceptance rate (ratio of accepted to submitted requests)

Model \ Topology Serial Star Tree Random

PDBB 22.19 2.520 9.382 6.041
CBB  5.502 1.597 4.097 2.879
CFBB  5.502 1.597 4.097 2.879

Table 3. Response time (average time passed until the answer returns to the request sender) (10−3 s)

Model \ Topology Serial Star Tree Random

PDBB 19.83 1.485 6.404 4.726
CBB  2.576 0.8128 2.176 1.770
CFBB  2.576 0.8128 2.176 1.770

Table 4. Standard deviation of the response time (10−3)
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3.4.2 A host selection model
Another important point in the operation of the distributed bandwidth broker is to decide which node 
should host the BBbase agent. Many research teams have addressed the issue of optimal location of 
critical applications in a network [19]. Regarding the BB, this problem is more complicated due to the 
fact that its usage is not standard and depends on user premises.

We tried to approach this problem by examining a host selection model that evaluates the nodes and 
adjacent links and tries to fi nd the best node to locate the base BB. In other words, the problem is to fi nd 
the root of a graph, where the root is the most important node in the network, and therefore most of the 
packets for the operation of the BB will reach it quickly. The proposed model is divided into two phases 
that should run sequentially.

Phase 1
Phase 1 tries to evaluate the importance of each node in the network and fi nally assigns a weight to all 
nodes. The evaluation is based on the following criteria:

• the number of access interfaces in this node and the corresponding traffi c that these interfaces insert 
in the network;

• the maturity and capabilities of the equipment of the node in order to handle the traffi c;
• the role of the node in the routing schema. This criterion is related to the network topology and 

means the importance of the node in the operation of the network (for example, in a star topology, 
the root is a critical node);

• fi nally, the interconnection point—a node has an important role if it is the interconnection point 
with a bigger backbone network and comprises a hierarchical federation.

Phase 2
In phase 2, for each node we create the ‘routing’ graph, which means that we place each node as root 
and create all the paths to all the other nodes, using the current network’s routing scheme. Therefore, 
there are N graphs (where N is the number of nodes in the network) that should be examined. Then, for 
every graph, we calculate the total cost, which is formulated as the sum of the cost for every node to 
communicate with the root. This communication cost arises as the weight of this node multiplied by its 
depth in the graph. Finally, the problem is to fi nd the graph that has the minimum total cost.

Next we tried to simulate the above model and measure its accuracy. The idea of the simulation 
was to fi nd the two best locations for the base BB in a given network topology (see Figure 4) and in 
these two cases to make random requests between nodes according to their weights. We measured 
the execution time, with the assumption that it is affected mainly by the required packet transmissions. 
First, we calculated the percentage of host selection success, as determined by the execution time 
(thus we measured for every request whether the selected host or the alternative (second option) 
gave the better performance). The simulation test was of 50 iterations of 100 random requests and 
the results show that the success rate (in comparison with its major candidate host) was between 
90% and 96%.

Next, we tried to identify how elastic the model is according to the criteria. We used 10%, 20% and 
30% variation in nodes’ weights (as declared in phase 1) and we compared the operation when BBbase 
agent is host in the best location (provided by model) than its major candidate (second best location by 
model). The set of tests was of 30 iterations of 100 random requests. In this case, we noticed that the 
average reduction of the measured execution time is 8.2%, 22% and 26% for weights’ variation 10%, 20% 
and 30% respectively.” Also, Figure 5 shows the distribution of the reduction in execution time. Therefore, 
this model seems to improve the performance of the PDDB model, while it is tolerant to weight calcula-
tion. In summary, it can be combined with the PDBB model, relocating the host node periodically, in 
order to allow the model to achieve its best performance every time.
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4. INTER-DOMAIN OPERATION

A bandwidth broker should be able to communicate with adjacent domains that work in a hierarchy or 
peer connection, in order to serve requests for end-to-end QoS services.

In general, when independently managed networks are interconnected, additional diffi culties exist in 
ensuring interoperability of DiffServ-based QoS across network boundaries. This involves (a) adopting 
interoperable conventions about DiffServ traffi c classes and the respective PHBs, (b) adopting interoper-
able dimensioning and provisioning mechanisms and (c) linking together functions of the two domains, 
such as provisioning, policing and admission control functions. During the last few years, several 
research teams and research projects have worked on this area [3,6,14,15,22,23]. Assuming that compat-
ible DiffServ-based QoS service defi nitions and mechanisms exist in all domains, we focus and study the 
issue of service provisioning across adjacent boundaries and the issue of advanced admission control.

Provisioning in a topology with independently managed domains requires interoperation between the 
various domains and the management infrastructure each domain has developed. This interoperation 
between such heterogeneous applications is ideally achieved by the use of industry standards such as 
XML [24] and the Web Services framework [25,26]. The most common and promising approach [15] is 
the use of cooperating agents, each managing provisioning within a domain network (‘intra-domain’), 
while all agents communicate to implement inter-domain provisioning requests. In particular, specifi c 
entities called inter-domain managers (IDMs) are used in each network ensuring provisioning of the 
end-to-end service. These IDMs collaborate on a peer-to-peer basis over the topology and handle SLA 
and peering agreements too. The actual implementation in each domain is described in another entity 
called Domain manager. Every domain is free to implement its own DM (following its design principles 
and infrastructure capabilities) that should communicate with its IDM using a specifi c interface.

In this case, the most challenging issue is the actual admission control and investigation of the path 
(pathfi nding) from the source domain to the destination one for every request. A BB should calculate the 
‘best’ path that provides the QoS guarantees from source to destination through the intermediate domains, 
taking into account the admission control ‘answers’ from the intermediate domain as well as the possible 
SLAs between domain peerings. The outcome (the preferred path) should fi nally be given as input to 
traffi c engineering mechanisms that will route the traffi c of the specifi c request through this path. Many 
researchers have studied traffi c engineering issues on intra-domain and inter-domain operation of band-
width brokers [8,11,12,27]. In this section of the paper, we discuss two models that approach end-to-end 
traffi c engineering (pathfi nding) on inter-domain operation.

4.1 Pathfi nding approaches

4.1.1 Centralized pathfi nding model
According to the centralized pathfi nding model, the decision concerning the routing of the request, in 
particular the domains and the internal paths that the traffi c will traverse in order to reach the destina-
tion domain, is made by the source domain. In order to take this decision, a central provisioning system 
is necessary that will keep topology, peering (SLAs between ISPs) and technology information. In par-
ticular, the domains that take part in this model announce their topology and resource status to a common 
network information system (NIS) that is used for BB operation. All domains should always keep the 
relevant information in this system synchronized, otherwise the BB will work on inconsistent data, which 
can lead to incorrect paths and reservations. The implementation of such systems is an open issue and 
several approaches have been presented [11,12].

After a request has been submitted, the source domain makes ‘queries’, asking for the requested 
resources across the paths. It follows this procedure sequentially until it fi nds all paths from source to 
destination that have the requested resources. Next it decides which path is the best one, according to 
criteria that have been specifi ed in the BB’s policy. The criteria should be defi ned by the domains and 
should indicate the cost that they have in order to provide the resources.
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This centralized pathfi nding model can be parallelized with the operation of RSVP-Traffi c Engineering 
protocol on a single managed domain [20]. The RSVP-TE on a single MPLS-enabled domain provisions 
the network resources and provides Label Switched Paths (that can use the resources) using various 
selection criteria in the case of many candidate paths. Generally it is close to the centralized pathfi nding 
model but it is not applicable, as the inter-domain model traverses independently managed networks 
and therefore the end-to-end operation of an RSVP-TE is not possible. Also, the RSVP-TE operates only 
on the runtime of network devices and its operation can not be exported for usage on offl ine or comple-
mentary tools. Additionally, the same operation can be achieved through other proposed approaches 
[11], but they still have the limitation that the freedom of each domain is eliminated (since it announces 
its local policy) or require common network mechanisms that are not applicable on independently 
managed networks (and especially if networks use different vendors’ equipment).

4.1.2 Distributed pathfi nding model
The second model is ‘peer to peer’ and in this case the pathfi nding service of the source domain forwards 
the requests that have destination to another domain to every adjacent domain, under the condition that 
there are available resources from the source to the respective egress points. Next, every domain receiv-
ing such a message checks if it is the destination domain or an intermediate one. In the case of interme-
diate domain, the BB server of the domain checks whether it can guarantee the requested resources from 
the ingress point to the egress point to all other domains it has a connection with. If there are the neces-
sary resources, then the message is broadcast to the next domain. In order to avoid loops, when a domain 
receives a request it checks the combination of the sequence number of the request and the domain’s 
ingress point that received it. If this combination has already been processed, the domain discards the 
request. When the destination domain is reached, the BB server of this domain checks for the requested 
resources from the ingress point where it received the message to the destination.

This procedure is repeated and fi nally all the possible routes between the source and destination are 
found and declared to the source domain. Then, the source domain decides the best routing according 
to specifi c criteria that have been specifi ed in the pathfi nding model. In the case where there are not any 
paths with the requested resources due to SLA restrictions, the model may request some SLA renegotia-
tion between the domains and take a fi nal decision. Also, when that the destination is unreachable due 
to network failure, the module may fi nd itself in a deadlock, as there are no return paths, or even rejected 
due to insuffi cient resources. Therefore, the module should have an expiration timer and, in the case that 
this period expires, the module assumes that the destination is unreachable.

The complexity of this distributed pathfi nding module is quite large and its performance depends on 
the current topology between the domains where the module is applied. Actually, this problem relies on 
Breadth First Search (BFS) on a graph that it is formatted in every request using as root the source domain 
[28]. Time complexity of the BFS algorithm is proportional to the number of vertices plus the number of 
edges in the graphs it traverses.

Additionally, a very important issue in the whole operation of the distributed model is the defi nition 
of criteria that should be applied on the selected paths (if the model provides more than one) in order 
to decide the best one. The proposed model uses a combination of criteria: minimum hops, minimum 
SLA fulfi lment and the overall cost of the path. The overall cost is the summary of the costs from all the 
domains in the path. The cost of each domain is declared by the domain itself and indicates the actual 
cost to provide the resources. It has to be time-independent in order not to further complicate the path 
computation process. The aim of the formula is to decide the best path from the available ones while 
performing load balancing and low cost according to the domains’ premises. The model, as described 
above, assumes symmetric SLA on transmit-and-receive direction between domains, but it also works 
when the SLAs are asymmetric.

In order to implement this model, each domain has the freedom to use any open-source or proprietary 
provisioning tool for its network. The only requirements are the implementation of the overall module that 
will provide the synchronization of the operation and also a common format of the data that each domain 
provides. Additionally, this format is proposed to be based on XML as the overall pathfi nding module can 
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work using Web Services. An example XML message for the distributed pathfi nding search is presented in 
Figure 6. In addition, Figure 7 describes the architecture of the model in the inter-domain environment.

4.1.3 Comparison
Both models (centralized and distributed) need updated information for the network’s condition and its 
policy. The fi rst algorithm requires every domain to announce that information centrally, where all the other 
domains ‘query’ the central system in order to process inter-domain requests. The second algorithm elimi-
nates this announcement (of network’s condition and operation), by forcing that only the bandwidth broker 
server of each domain has access to internal data and is responsible to answer about the possible paths with 
available resources in its domain. Therefore the operation of each network remains internal and every 
request that may pass through a domain is processed by domain’s bandwidth broker only. On the other 
hand, the second algorithm has greater complexity and also needs more time to answer a request, as all the 
possible paths should be checked though a BFS-like search by asking domains’ BBs. Therefore, the response 

<pathfinding-message> 
   <request-sequence-number>DATA</request-sequence-number>
   <domain>DATA</domain> 
   <ingress_point>DATA</ingress_point> 
   <outgress_point>DATA</outgress_point> 
   <resources>DATA</resources> 
   <cost>DATA<cost> 
   <destination_reached>YES/NO</destination_reached> 
   <other-domain-data>DATA</other-domain-data> 
</pathfinding- message > 
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Figure 6. XML example message for pathfi nding module

Figure 7. An inter-domain approach using distributed pathfi nding
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time of the pathfi nding module includes the transmission delay of the requests for pathfi nding between the 
BBs of the domains and their execution time locally in each domain. The fi rst algorithm has a big advantage 
in this issue, as all the information about all domains and their operation is stored locally in a database and 
therefore all the alternative routing paths can be found by searching the new graph that is produced by 
adding all the domains’ topology, the available resources as well as the SLAs between adjacent domains.

In conclusion, the fi rst algorithm has a better response time but needs to announce internal information 
periodically in order to keep the global ‘provisioning system’ updated. This requirement introduces a 
multitude of scaling and security problems, which make this solution in most cases infeasible. The second 
algorithm keeps that internal information hidden but the process of every request engages all the BBs of 
the involved domains. As this inter-domain operation should be deployed on independently managed 
domains, the second model (distributed) is more suitable due to the fact that it preserves the independ-
ence of the management and local policy in the domain.

4.2 Pathfi nding simulation

In order to study the distributed pathfi nding module further, we simulated its operation and executed 
the model using 170 random requests between domains in the three topologies presented in Figure 8. 
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Figure 8. Simulated domain topologies
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We tried to measure the exchanged ‘inter-domain’ packets per request, as they indicate the overall 
response time, using the assumption that the response time of each domain’s BB is quite similar. Accord-
ing to the results (see Figure 9), the number of packets that the pathfi nding module needs to exchange 
is quite small and depends on the overall topology and location in the topology of the source and des-
tination domain on every request. The fi gure presents the exchanged packets between the domains and 
not the internal packets in each domain (if any), as it depends on the provisioning service that each 
domain has selected to use. After the pathfi nding module, the algorithm returns the available paths that 
reach the destination domain (and their characteristics), waiting for the fi nal decision about the preferred 
path that will be produced after setting up the pathfi nding criteria. The overall request process will fi nish 
when the appropriate path has been selected and the relevant domains have been informed to reserve 
the resources and perform the necessary confi guration on network devices.

Comparing the results for the needed packets (communication) for pathfi nding in the three topologies, 
we notice that the average number of exchanged packets increases proportionally to the complexity of 
the topology (and in particular when it contains many links that lead to cycles). This result was expected 
due to the fact that the distributed pathfi nding module is based on the BFS algorithm [28].

5. CONCLUSIONS

Summarizing the work that this paper presents, we tried to study and simulate the basic functionality 
of a BB that provides a DiffServ-based QoS service using two different architectures; a centralized one 
and a distributed one. The tests described above demonstrated fi rst that the BB operates well in provid-
ing the requested resources. Additionally, we compared two different models, a centralized versus a 
distributed one, evaluating the performance of each model by measuring the exchanged packets as well 
as the average processing time of a new request on the BB. In small topologies, the centralized model 
had better performance, but the distributed one is more powerful in large topologies, especially if it is 
combined with a host selection model, like the one proposed in this paper.
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This paper also deals with the inter-domain operation of BBs in order to perform end-to-end provision-
ing and therefore end-to-end guarantees through QoS services. Today’s networks do not yet have auto-
matic procedures to provide such functionality, but many approaches are under design or testing. The 
paper presents the relevant aspects for inter-domain operation of a BB and focuses on pathfi nding issues. 
We describe two models that can be used (centralized and peer-to-peer), analyse and compare them. 
Also, we simulated the peer-to-peer model on three different topologies. The peer-to-peer model inserts 
a communication overhead as it exchanges many packets (the actual number depends on the topology 
and the location of the source and destination domain). But this overhead can be characterized as low 
because the exchanged data are small (the packets are of very small size). On the other hand, the peer-
to-peer model suits commercial ISPs and academic networks better as it allows them to manage their 
network independently and interact through specifi c procedures based on standards (like Web Services 
and XML schemas) without announcing much information about internal topology and policy.

The inter-domain operation and approaches described in this paper are applicable to both IP QoS BBs 
as well as those that provide resources on an optical layer. It is obvious that the pathfi nding module 
might be similar in both cases (if some L2 provisioning mechanisms such as MPLS-enabled core are used 
to support the QoS service) unlike the other components of the BB, such as provisioning, technology-
based reservation and establishment of guaranteed connections, which are very different when imple-
mented at L2 or L3.

6. FUTURE WORK

The main directions for future work are the extension of the implementation in NS-2 simulator and the 
setup of large-scale experiments. We intend to perform a number of large-scale simulation tests that will 
include the PDBB model, accompanied by the optimal host selection model running periodically. In 
addition, the extension of the implementation includes implementation of the inter-domain operation 
and its migration in the current implemented BB models. Also, we plan to study and implement other 
advanced provisioning models and admission control algorithms in order to perform comparison tests.

Finally, another direction for future work will be the investigation of SLA establishment and automatic 
negotiation between domains in the context of BBs that operate in a federated environment.
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