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#### Abstract

In this paper, we present a model for computing the cost of implementing Banyan networks. We limit our interest in Banyan networks which are used in ATM switching fabrics and are build in VLSI. The cost is given as a function of the characteristics of the network (ie. length of buffers, speed of links, etc). We are focusing in this area because such networks have been used extensively in the design of large ATM switches, which are the core elements of broadband networks. It is well-known that the cost of implementing must be related to the performance of the network. The choices, that the designer may have, impact both the performance and the cost. We will show when a slight increase in performance implies a great increase in cost, in which case it is not cost effective to build a better switching network, and of course the reverse, when a decrease in cost implies a degradation of the performance of the switch.
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## 1 Introduction

The growing need for new services, like video on demand and many others, have increased the demand for new networks that can support a large number of users and a variety of services, which include both traditional bandwidth-hungry data services and others that require a guaranted quality of service ( QoS ) from the network. One solution to this problem is the development of Broadband Integrated Services Digital Networks (B-ISDN). Because ATM is the transport protocol of choice for this kind of networks, a need has arised to build ATM networks that support many customers and demanding services. The core of an ATM network is the ATM switch and thus the afore-mentioned needs must be fulfiled by this device. Large ATM Switches must be build and this must happen in a cost effective way, meaning that we must compromise the performance with the cost. The core of the ATM Switch, which influence in a dominant way both the performance and the cost, is its switching fabric. In this work, we will concentrate on a special architecture for building switching fabrics which is based on Banyan networks. This kind of networks are very efficient in supporting a large number of customers and have been used extensively in the past for this purpose. Our results, techniques and methodology can be applied easily to other architectures with slight modifications.

In this paper, we try to identify the factors that affect the design of a Banyan network. Some of these factors are the existence or not of buffers, the length of them if they exist, the presence or not of a sorting network that precedes the Banyan, the speedup of the network and many others. The designer can experiment with them to determinate which network suits better the design goals. The literature is rich
with works that examine the impact of these factors in the performance of the network using both analytical techniques and experimental results. We are using some of them to evaluate the impact of some choices on the performance of the Banyan network.

But, except for the performance of the switching fabric there is another critical parameter that affect the design and this is the cost. A choice which can increase the performance slightly, but will have a significant impact on the cost is not wise, except in rare cases where the only goal of the design is the performance. On the other hand, a small increase in cost which results in a great advancement in performance should be made. Assuming that the switching fabric will be implemented in VLSI, a major parameter of the cost is the area of the chip. This area affects the probability of producing a working chip because the probability of a fault is constant in a unit area and depends only on the technology being used. Thus, a small chip has greater probability to be produced without a fault. Increasing the area, by adding for example buffers in order to improve the performance of the switch, result in an increase in the probability of producing a faulty chip. Chip area is not the only factor that affect cost; another one is the speed up factor which shows how faster will be the links of the swithing fabric than the input and output links. In this work we are trying to relate the cost with these parameters. Having found a way to express the cost with the parameters of the network, we will compare the cost and the performance and suggest a method to find the optimal cost performance design.

Many papers found in the literature, like [Copp93], [Fran81] and [Bour98], are the basis of this work and many of our results depend on these papers. Although the key points of them are mentioned in this paper, the interesting reader must consult them for full proofs and explanations.

## 2 The model

### 2.1 Banyan networks

Banyan networks belong to the class of Multistage Interconnection Networks (MINs). They were defined in [Goke73] and have the property that there is exactly one path from any input to any output. A simple example of a $8 \times 8$ banyan interconnection network (ie. which has 8 inputs and 8 outputs) is drawn in figure 1. This network consists of nodes and links. Every node is a $2 \times 2$ switch, which can receive packets at each of its two input ports and send them through each of its two output ports. Generally, switches may have k input ports and k output ports ${ }^{1}(k \times k$ switches). Switches are grouped in stages. This means that every switch in stage $j$ can be connected to switches in stages $j-1$ and $j+1$. Of particual interest are networks in which all switches are identicall, except perhaps the switches in the first and last stages. The other building element of a MIN is links. Links are used to connect switches of successive stages.

[^0]

Figure 1: An $8 \times 8$ Banyan network

So far, we have made some assumptions about the switches. Now we will concentrate on the network. We will assume that the problem is to interconnect $N$ inputs to $N$ outputs, thus we want to construct an $N \times N$ MIN which has a banyan topology. Using $k \times k$ switches, we need a network with $\log _{k} N$ stages and $\frac{N}{k} \log _{k} N$ switches. We will also assume that we want to transport packets from inputs to outputs without preestablishing a path; our transport network will be connectionless.

Banyan networks have many advantages. First of all they require only $\frac{N}{k} \log _{k} N$ switches and $N \log _{k} N$ connections, as opposed to the crossbar network which requires $O\left(N^{2}\right)$ switches and links. Also, they have the property of selfrouting. This means that every switch that accepts a packet in one of its inputs can decide in which of its output to forward this packet depending only on the destination address of the packet. For example, in the Delta-2 networks, which are a subclass of Banyan networks consisting of $2 \times 2$ switches, every switch of stage $j$ can decide in which output port to forward a packet based on the $j$ bit of the destination address. If this bit is 0 then the packet is forwarded to the "upper" output port, and if it is 1 , it is forwared to the "lower" output port. Delta networks were defined and described in [Pate79], [Pate81]. Another advantage of Banyan networks is their regularity and interconnection patterns which are very attractive for VLSI implementation ([Ahma88])

But, these advantages come with a cost. It is well known that Banyan networks are blocking. This means that it is possibly for two or more packets to content for the same link somewhere in the network. Only one of them will win this contention and will be transmitted. The others must be buffered and try again in a later time (we will assume that the network must not discard packets if there are enough buffers). So, a choice that a designer may have is where to place the buffers. If he or she places them in the input ports, which means that a packet stays there until it is finally transported to an output port, then due to head-ofline blocking ${ }^{2}$ the throughput of the network will be much lower than $2-\sqrt{2} \approx 0.586$. We will not prove this limit or

[^1]discuss the assumptions, which are close to the ones we have made so far; the interesting reader may refer to [Pryc95] or [Karo87]. Another option is to place buffers in the switches. A lot of research has been done concerning this matter and a lot of results, both theoretical and from simulations, have appeared (see for example [Bour98], [Dias81], [Krus83]).

The designer has three other options to increase the performance of the switching fabric. The first is to increase the speed of the internal links by a factor of $s$. More info about this can be found in [OIE89]. Also, he can use d-dilated or d-replicated Banyan networks which were introduced in [Krus83]. The third option is to use Batcher-Banyan networks, or more generally sorting banyan networks, which were introduced in [Batc68] (see also [Ahma88]). The most interesting characteristic of them is that they are internally non-blocking.

### 2.2 Factors that affect the cost of the networks

From the description of Banyan network is easily derived that the number of required switching elements (SE for short) is $O(N \cdot \log N)$ and that the number of stages is $O(\log N)$, where $N$ is the number of input/output ports in a $N \times N$ transport network. This means that the total chip area that must be used is $O(N \cdot \log N)$ when the design is based on SSI technology. But when VLSI is used this doesn't happen as Franklin points out in [Fran81].

Traditional techniques for finding the total area of the chip take for granted that the cost of interconnecting subsequent stages is negligible and this means that they assume that the total area depends only on the number of switching elements. Let's assume that each line, which connects a switching element in one stage to another element in the following stage, has a width of $l$ units of length. Let's also assume that the gap between adjacent lines must be $l$ units of length. Thus, if $w$ parallel lines are needed to connect two SEs (path of length $w$ ), then at least $2 l w$ units of length are required for this connection. The bad thing about Banyan networks is that connection paths must be mixed up in some stages. Take for example the network in figure 1, where it is clear that the paths between the first and second stages have more points in common than the paths between the second and the third stage. The designer must find a way to avoid these common points given that in VLSI the paths consist of horizontal and vertical segments (ie. there are no diagonal connections as in figure 1). As indicated in figure 2, which is the same interconnection network as in figure 1 with the exception that the above constraint about communications paths has been taken into account, in order to construct the paths which connect two subsequent stages when there are many points in common an increase in the horizontal distance of the stages must be made. In a network with more inputs and outputs which is constructed using the pattern of figure 1 , the distance between subsequent stages would be a decreasing function. What is most interesting is that the total area which is used to connect the SEs of states, which is the summation of the products of the vertical times the


Figure 2: An $8 \times 8$ Banyan network implemented in VLSI
horizontal distances, is $O\left(N^{2}\right)$. The interesting reader is refered to [Fran81] for a full proof and a deeper explanation of the above reasoning. Something that we must point out, is that in Fraklin's work it was assumed that the SEs had no buffers. If we put buffers in the switching elements then the area of the Banyan network will be dominated by the total area of the SEs.

A large part of the previous discussion has been devoted to methods which will help us to estimate the required area for the Banyan transport network. We haven't said enough for the importance of this estimation and its relation to the cost function, which is our ultimate goal. It is well known that when producing a number of chips, using any available technique, not all of them will work properly. In fact the vast majority of them will be faulty. The probability of obtaining a working component of unit area in a given technology is called yield and we will denote this by $r$. Thus if our chip, which is a Banyan network, has area equal to $A$ units, then the expected number of correct chips will be one every $r^{-A}$. Now, we must try to relate this probability and the area $A$ with the cost of producing the chip. Generally this is a very difficult task. To simplify it, we will adopt the approximation, which is also made in [Copp93], that the cost depends on $A \cdot r^{-A}$.

Except from the area of the chip, we will assume that the cost depends also on the speedup factor. It is evident that this is true for each link; stated in a different way the cost of each link depends on the speedup factor. Also, the cost of each switching element depends on this, because increasing the operational speed of the links means that we must increase the speed of the SE. Another assumption that we will make is that the total cost depends on the cost of each link and of each switching element.


Figure 3: An abstract structure of a SE

## 3 Analytic results

### 3.1 Evaluation of the function of the cost

In this section we try to evaluate the cost of the networks discussed in the previous section. First, we turn our attention to the basic building block of the Banyan network, which is the switching element. Every SE must have the structure of the figure 3 . It has k inputs and k output ports. Also, there are at least $k$ buffers in the SE, which hold the packets temporarily before they are transmited in the next stage. In a non-buffered network each SE will have exactly k buffers. In buffered networks, it is usually assumed that each output port is associated with B buffers. Thus there are $k \cdot B$ buffers in the SE. This doesn't happen in practice. Usually, fewer than $k \cdot B$ buffers are used which are shared between all output ports. By multiplexing all output streams (packets for the same output port) the number of buffers can be reduced without affecting the performance, in terms of cell loss probability or average delay. The penalty for this is an increase in the complexity of the SE and the use of faster, by a factor of at least k, memory. The ratio of the number of buffers when shared memory is not used, which is $k \cdot B$, and the number of buffers in the other case when the same performance is achieved, is called multiplexing gain and depends on the number of inputs and the traffic characteristics. We will make the assumption that traffic is uniformly distributed and thus this ratio will depend only on k . We expect that as k increases then this ratio will also increase because better statistical bevavior would be achieved ${ }^{3}$. We denote the reciprocal of this ratio as $m(k)$ and thus the total number of buffers that will be used is $k \cdot m(k) \cdot B$. The size of the area which will be used for the buffers, $A_{B}$, depends on the number of them and this means that:

$$
\begin{equation*}
A_{B}=O(k \cdot m(k) \cdot B) \tag{1}
\end{equation*}
$$

Function $m(k)$ is monotonically descreasing and takes values in $(0,1]$.

Eq. 1 gives an approximation of the area of the SE which will be used for the buffers. In order to find the total area of the SE, we must approximate the area of the control part

[^2]| N | Number of input and output ports of the switching fabric. |
| :---: | :---: |
| k | Number of input and output ports of the switching elements. |
| S | Speedup factor. |
| d | d-replicated or d-dilated networks. |
| r | Yield. The probability of producing a working chip of unit area. |
| B | Number of buffers per output port. |
| $m(k)$ | Multiplexing factor of input streams in $k \times k$ SEs. |
| $m^{\prime}(k)$ | Same as $m(k)$. They are used interchangable. |
| $A$ | Area of something. |
| $A_{B}$ | Area used for buffers. |
| $A_{C P}$ | Area used for control part. |
| $A_{S E}$ | Area of a single SE when buffers are used. |
| $A_{\text {total SE }}$ | Total area needed for SEs in a buffered Banyan network size N. |
| $C_{B B}$ | Total cost of buffered banyan networks. |
| $C_{D B}$ | Total cost of d-dilated or d-replicated banyan networks. |
| $\alpha_{B}$ | Constant depending on the implementation of buffers. |
| $\alpha_{C P}$ | Constant depending on the implementation of the control part. |
| $\alpha S E$ | Constant depending on the implementation of the SE. |
| $\alpha_{I}, \alpha_{I}^{\prime}$ and $\alpha_{I}^{\prime \prime}$ | Constants depending on the implementation of the links. |
| $k_{c}, k_{c}^{\prime}$ and $k_{c}^{\prime \prime}$ | Constants depending of the technology used to build the chip. |

Table 1: List of symbols and their meaning
(see fig.3). Clearly, this depends on the number of input and output ports. Also, we expect that if many buffers are used then this area will be much smaller that the area of the buffers. On the other hand, when no buffers are used then we expect that the area of the control part is comparable, if not bigger, to the area of the buffers. Thus, if we assume that $\alpha_{B}$ and $\alpha_{C P}$ are constants which depend on the implementation, then the total area of the SE is ${ }^{4}$ :

$$
A_{S E}=A_{B}+A_{C P}=\alpha_{B} \cdot k \cdot m(k) \cdot B+\alpha_{C P} \cdot k
$$

An approximation which has been made in [Copp93] and which we will use is that the right part of the previous equation is $O\left(k \cdot m^{\prime}(k) \cdot B\right)$. In this way, we use the new function $m^{\prime}(k)$ to hide the area of the control part. Thus, the total area of the switching element is:

$$
\begin{equation*}
A_{S E}=O\left(k \cdot m^{\prime}(k) \cdot B\right) \tag{2}
\end{equation*}
$$

By introducing the constant $\alpha_{S E}$ we can rewrite the previous equation as:

$$
A_{S E}=\alpha_{S E} \cdot k \cdot m^{\prime}(k) \cdot B
$$

From now on, $m(k)$ will refer to $m^{\prime}(k)$.
The number of SEs of the Banyan network is $\frac{N}{k} \cdot \log _{k} N$. The area they consume is:

$$
\begin{equation*}
A_{t o t a l ~ S E}=O\left(\frac{N}{k} \log _{k} N \cdot k \cdot m(k) \cdot B\right) \tag{3}
\end{equation*}
$$

Observe that the above equation gives only the necessary area to implement the functions of the SE (buffering and control). In practice, it is possible to use more area because

[^3]we must take into account that only a limited number of positions can be used to place the SEs and that the length of the sides of the SEs must be sufficiently large to place the input and output ports. This later approach has been used in [Fran81], where it is proved that the total area needed for the SEs is $O\left(N^{2}\right)$. In contrast, eq. 3 says that this area is $O(N \cdot \log N)$. In our analysis we assume that the area of the buffers, when they are used, dominates the total area of the SE. The remaining area, which is asymptotically $O\left(N^{2}\right)$, is included in the area needed for the connections, which is given below.

The remaining area of the chip is used for the links. Even though the necessary number of links is $N \cdot \log _{k} N$, the area they use is $O\left(N^{2}\right)$ (see [Fran81]). The cost of the links depends also on the speed up factor s. Thus, we can approximate this cost with the function $\alpha_{I} \cdot N^{2} \cdot s$, where $\alpha_{I}$ is a constant which depends on technology being used to implement the chip. The extra cost which is needed for the reasons discussed above can be included by increasing this constant.

Now, we can give the total cost of a Banyan network which uses buffers. This cost depends on the area used for the SEs and the links, on the speedup factor and on yield and it is:

$$
\begin{align*}
C_{B B}= & k_{c} \cdot s \cdot N \cdot\left(\alpha_{S E} \log _{k} N \cdot m(k) \cdot B+\alpha_{I} \cdot N\right) \\
& r^{-N \cdot\left(\alpha_{S E} \cdot \log _{k} N \cdot m(k) \cdot B+\alpha_{I} \cdot N\right)} \tag{4}
\end{align*}
$$

where $k_{c}$ is a constant which depends on the implementation and the technology used. Constants $\alpha_{S E}$ and $\alpha_{I}$ must be selected in such way that they accurately give the areas used by SEs and links respectively. Thus, in a buffered network where the area of the SE dominates the area of the chip, $\alpha_{S E}$ must be larger than $\alpha_{I}$ so that $N \cdot \log _{k} N \cdot m(k) \cdot B$ is much bigger than $N^{2}$ in the previous equation for all practical values of N . When only $k$ buffers per SE are used (no extra buffers, unbuffered network) then the area of the links dominates the area of the chip and this means that $\alpha_{I}$ is bigger than $\alpha_{S E}$.

The cases of d-replicated and d-replicated unbuffered Banyan networks are analogous to the basic network. dReplicated networks consist of d copies of simple Banyan networks. Assuming that the area of control logic is negligible, the cost of these networks is

$$
\begin{equation*}
C_{D B}=k_{c}^{\prime} \cdot d \cdot \alpha_{I}^{\prime} \cdot N^{2} \cdot r^{-d \cdot \alpha_{I}^{\prime} \cdot N^{2}} \tag{5}
\end{equation*}
$$

The case of d-dilated networks is somewhat more complicated. The total area of the links, which are used in this case, increases by a factor of $d$. Thus, the above equation holds in this case, too.

Finally, we examine the Sort-Banyan networks. These networks consist of two subnetworks which are called sorting and banyan. Usually the sorting subnetwork is a Batcher bitonic. In this case the SEs of this subnetwork are $2 \times 2$ switches. In practice all SEs are identical and thus the total number of SEs required is

$$
\text { Number of SEs }=\frac{N}{4} \cdot \log _{2}^{2} N+\frac{3 \cdot N}{4} \cdot \log _{2} N
$$



Figure 4: Gain in cost versus number of ports of SE
. As in the case of simple Banyan networks, the total area is $O\left(N^{2}\right)$. The main difference here is that the chip area needed for this network is two times the area of the simple Banyan, because two subnetworks are used; one of them is Banyan and the other has a similar structure. Doubling the area doesn't mean that the cost will also be double. It would be much more because it increases exponentially with area.

### 3.2 Some observations on the functions

Now, let's look how the functions derived in the previous section can help the designer make some decisions which will reduce the cost of implementing the network.

First of all, a choice must be made about the size of the SEs, ie. the value of $k$. Increasing $k$ means that fewer buffer per output port will be needed because of statistical multiplexing. But, $k$ can't exceed a maximum value, which depends on the technology used. These two facts can lead to conclusion that $k$ must take its maximum value. Using eq.4, we can plot the gain in cost of using $k \times k$ switches (ie. $\frac{C_{U}-C_{B}}{C_{U}}$ where $C_{U}$ is the cost of the switching element when no multiplexing is used and $C_{B}$ is the cost in the case of shared buffers) versus number of ports. Even though this plot depends on many factors, a general sketch of it can be found in fig.4. For this sketch, we have used an approximation of $m(k)$ found in [Copp93] ${ }^{5}$; but generally for every valid $m(k)$ the function have the same shape. A property of this function is that it is increasing very rapidly and its limit is one. Also it is easily observed that there is a value of $k$ before of which the rate of increasing is very rapid and after of which this rate is very slow. Thus, the best choice of $k$, which reduce the cost and keeps the implementation simple, is this value. For example, for $r=0.3$ and for several values of $N$ and $B$ the optimum is close to 8 , meaning that $8 \times 8$ switches must be used.

Some other design parameters, such as length of buffers per port B, d in replicated or dilated networks and N, have the reverse effect in the cost. They increase exponentially the cost of building the network.

$$
{ }^{5} m(k)=\frac{0.35 \cdot k+2.9}{k+1.5}
$$

## 4 Cost/performance evaluation

In order to study the performance of the switching fabrics, we must define the measures which will be used to characterize their performance. One such measure is the probability of a packet being droped in the network because of buffer overflows. This is particularly important to the end user whose applications depend on the reliable transportation of information. If this probability is large then lost packets will result in a degradation of the quality of applications. Also, this metric is important to the network, because lost packets can trigger retransmissions which can result in congestion. To avoid this problem, large buffers must be used. Another measure of interest is the total delay which is needed for the packet to traverse the switching fabric. Because we have assumed ATM networks, in which the length of packets is constant, this measure depends only on the number of packets waiting in queues and on the frequency of operation of the switching fabric. In this paper we will concentrate on the expected time to traverse the fabric and thus we will use the mean number of packets waiting in queues. The last measure we will use is the throughput of the switching fabric. This is important to the holder of the network who want to forward as many packets as possible, or, saying it in other words, to make best use of the network.

An interesting thing to study is the effect of using $k \times k$ switches with large k in the probability of dropping a packet. In [Bour98] it was conjectured that using small k's is preferable when it comes to this probability. Using the algorithm found in that paper we have been able to costruct the graphical representation of fig.5. This figure represents the mean number of packets lost per queue in the first stage of a buffered Banyan network versus $k$, and it is also valid not only for other stages but for unbuffered networks, too. On the other hand, in the previous section we have found that increasing $k$ has the advantage of using fewer buffers per output port and thus decreasing the total area needed for the SE. In fig. 6 we can see the ratio of the mean number of packets lost per output queue and the gain of using multiplexing (found in the previous section) versus k. In this figure smaller values are better. We can easily observe that increasing $k$ increases slightly this ratio. Thus, it is preferable to use small k .

Another interesting parameter of the buffered-Banyan networks is the number of buffers in each output queue. Increasing this number gives a better (ie. smaller) probability of dropping a packet but also results in an increase in the area needed for the chip and thus in the cost. Fig. 7 gives this probability versus the size of the buffers for some stages of a buffered Banyan switching fabric. This probability is decreasing very fast but, on the other hand, the cost is increasing exponentially, as we have proved in the previous section. The product of this probability and the cost is given in fig. 8 and once again small values are better. It is easily observed that this product is increasing quite fast (exponentially) and this means that adding few buffers beyond a point increases dramatically the product and thus it is not a wise choice to increase the buffers.


Figure 5: Mean number of packets being lost per queue in the first stage of a buffered Banyan network versus number of ports of SE


Figure 6: Mean number of packets lost per queue over gain of multiplexing versus $k$


Figure 7: Mean number of packets being lost per queue of a buffered Banyan network versus the size of the queue


Figure 8: Mean number of packets lost per output queue times the cost versus $k$ for the first, the third and the seventh stages


Figure 9: Throughput versus speed-up factor $s$ in Batcher-Banyan switching fabrics

Another interesting parameter is the speedup factor s. The effect of speedup has been extensively studied in the literature for the case of non-blocking switches; BatcherBanyan switches fall in this category. In [Chen91] and [OIE89] was shown that the throughput of the switching fabric increases as indicated in fig.9. We can observe that when $s$ is small enough the increase in throughput is tremendous. On the other hand choosing a speedup factor of $s+1$ instead of $s$ will result in a small increase when $s$ is large (practically zero increase for $s>9$ ). The price it is paid to increase the throughput is a linear increase in cost. The value of s impacts not only the throughput, but also other performance measures such as the average system delay (ie. the average number of queued packets) and the probability of a packet drop due to buffer overflow. Increasing s will result in fewer queued packets and smaller loss probability (see [Chen91] and [OIE89]). Thus, the designer must choose to use a speed up factor between 3 and 6 , whenever this is possibly, because in this way the increase in the preformance will overwhelm the increase in cost. Even though the above results apply to nonblocking switching fabrics, such as Batcher-Banyan, we expect that the general conclusions will also apply to buffered Banyan networks.

Using the same techniques for the case of d-replicated and d-dilated networks, we can prove that it is prefarable to use many parallel networks or links from a cost/performance point of view (assuming that the performance is character-
ized by the probability of packet loss).
So far, we have studied the impact that the parameters of the switching fabric may have both to its cost and performance. Using various cost/performance measures we have seen that a change in a parameter which results in an increase in performance, in most cases, results in a bigger increase in cost. Also, the cost in these cases increases exponentially, which means that there is a value of the parameter in question which is a threshold. Moving from a point, which is bigger than this threshold, to another point close to it, results in a great increase in cost. On the other hand, moving between points, which are smaller than this threshold result in relatively small increases.

## 5 Conclusions - Future work

In this paper we have concentrated in the analysis of various types and extensions of Banyan network both from performance and cost of implementing in a single chip point of view. We have found that using small SEs is better from a cost/performance perspective, that replicated networks can decrease substantially the probability of packet loss without increasing the cost too much and that usually an increase in performance result in a bigger increase in cost. Also, we have found that in most cases it is possible to increase the performance without increasing the cost by many factors, and this is happening when the value of the parameter, which increases the performance, is below a threshold. If the designer keeps this rules, then the design of low-cost switching elements and generally ATM Switches can be happen without reducing the performance too much.
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[^0]:    ${ }^{1}$ we will concentrate on switches that have the same number of inputs as outputs

[^1]:    ${ }^{2}$ the packet in the head of the queue will prevent the other packets from reaching an output port even if they can find a path in the network

[^2]:    ${ }^{3}$ a fact that is derived from the central limit theorem

[^3]:    ${ }^{4}$ See table 1 for a listing of all parameters and constants used in this work.

