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Abstract 

Real time delivery of multimedia objects based on pre-
orchestrated scenarios, seems to have several difficulties 
due to presentation deadlines that should be satisfied, and 
network’s unpredictable behavior which may lead to syn-
chronization anomalies among related media streams. Be-
yond these, a structural model that represents such scenar-
ios is required. In this paper, we present a general frame-
work that addresses the above mentioned issues, and we 
attempt to describe a unified approach for delivering hy-
permedia/multimedia objects over network connections 
preserving their timing constraints. We mainly concentrate 
on the study and development of a markup language that 
models the presentational structure of a multimedia object 
and provides primitives that assure playout synchroniza-
tion of the different media streams that compose these 
hypermedia objects. Methods for keeping a constant qual-
ity level of presentation in times of network load  are dis-
cussed. 

Keywords: multimedia service, markup language, media 
synchronization, media buffers, QoS manager. 

1  INTRODUCTION 

The recent years we are experiencing an essential advent 
of the multimedia technologies and a rapid development 
of the network infrastructure. These developments make 
feasible the delivery of multimedia information among 
distant places over the network and contribute to the 
emergence of new applications that make use of multiple 
media. 

Multimedia information systems are characterized by the 
need to compose and represent data of different types and 
formats for presentation, communication and storage. 
When dealing with distributed environments, essential is 
the need for synchronization among the various media 
streams that compose a multimedia object. We can catego-
rize the several needs, problems and aspects of a distrib-
uted multimedia service as follows. 

1. A flexible reference model for the storage and repre-
sentation of multimedia scenarios should exist, that 
especially addresses issues such as retrieval policies 
and media synchronization, which express the distrib-
uted nature of multimedia data sources. Several meth-
ods and models have been suggested in the recent lit-
erature [1-8]. 

2. The existence of authoring tools is essential to the 
development of multimedia scenarios.  

3. In order to access a multimedia service, a connection 
establishment mechanism should be provided. Such a 
mechanism should address issues like subscription or 
authentication to the service, determination of the 
pricing policy, adjustment of the Quality of Service 
(QoS) parameters. 

4. To achieve a good presentation quality level, a buffer-
ing scheme should be applied to smooth the network’s 
probabilistic behavior in time and make congestion 
conditions not easily noticeable by the user (see e.g. 
[9]).  

In the rest of the paper, we describe our approach to the  
above issues, and we present a design of the proposed 
architecture of the service. 

2  SERVICE ARCHITECTURE ISSUES 
The proposed architecture (Figure 1) of the multime-
dia/hypermedia service should be considered as a set of 
functional modules that globally intend to present to the 
end user interactive information that involves a variety of 
media, such as formatted text, images, slides, graphs, ani-
mation, audio, video, etc. Different media are joined to-
gether to form multimedia objects. Users can navigate 
through these multimedia objects using special kind of 
links, called hyperlinks. Multimedia objects linked to-
gether via hyperlinks are usually called hypermedia ob-
jects or hypermedia documents. Hyperlinks may also join 
different types of data (text with text, an audio segment, an 
image with another image, etc.) that may be distributed 
over the network, forming an information web.  



A user who accesses the service, may request to view a 
hypermedia document. Every hypermedia document has 
an associated spatial and temporal presentation scenario 
that is stored in the remote server. In the next section, we 
describe how this presentation scenario is modeled. Me-
dia, like text, figures, images, audio and video, that com-
pose the hypermedia document, may reside in the same or 
another media server. Through the existence of multiple 
media servers, data retrieval and transfer are performed 
continuously in time, as the presentation scenario dictates. 
Time-dependent media objects, like audio and video, are 
stored digitized and compressed in a known format at their 
associated media server. Data retrieval and transmission is 
initiated by a connection establishment function between 
the client application and the server. The connection es-
tablishment function is driven by a scheduler which uses 
information incorporated in the presentation scenario. This 
information concerns the remote sources of the engaged 
with the scenario media streams. During the connection 
initialization, several actions to determine the parameters 
of the connection may take place, if the network infra-
structure supports them. 
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FIGURE 1: SERVICE ARCHITECTURE 

In order to maintain an efficient service quality, feedback 
information, collected by the receiving side, about each 
connection’s condition and presentation’s quality, is peri-
odically sent to the corresponding media servers. Such 
information refers to parameters like the end-to-end delay, 
delay jitter, packet loss, etc. These factors, may lead to 
presentation anomalies that are noticeable to the end user 
due to their probabilistic values in time. To partially over-
come this problem, the sending source can gradually de-
crease the media’s stream coding quality in times of net-
work load. This results to less network traffic for the par-
ticular media stream. When applying this method to syn-
chronized audio and video streams, it is preferable to de-
crease video quality first, because users seems to prefer to 
“hear well than see well”. When available bandwidth in-
creases, sending media’s coding quality may analogously 
increase again. 
In order to achieve the necessary grading of the media 
streams coding quality, special mechanisms may reside in 
server’s side to provide operations for coding the retrieved 
data in a different format. Such mechanism may be hard-
ware devices or software tools. 

To deal with the variation of data transmission delays, a 
buffering mechanism is enabled in the client’s side. The 
buffer is a multiple thread queue for temporarily storage 
of the incoming media data. Each buffer thread, or just 
buffer, is fed with an initial amount of data for each media 
stream right after the connection establishment and data 
transfer initialization. In this way, likely network delays in 
the future can be supported by the already queued data. 
This, of course, results to a decreasing buffer occupation. 
In a later section, we describe how the buffer’s different 
levels of occupation are handled, and the relationship be-
tween buffer’s size and media synchronization. 

3  MODELING HYPERMEDIA DOCUMENTS 
In order to interchange multimedia objects in a distributed 
environment and provide a multimedia application with 
the ability to regain the original spatio-temporal presenta-
tion scenario of the multimedia object’s components, there 
is the need for the existence of a flexible and steady model 
that should address some basic features, like the following 
ones: 
• Association between the media contents (e.g. text’s 

content) and their presentational characteristics, like 
text attributes (fonts, size, bold, italics, paragraphs, 
separators, etc.), colors (background, foreground), 
and other. 

• Placement in space and time (spatio-temporal pres-
entation) of the several media data that compose a 
hypermedia/multimedia document. 

• As a consequence, the synchronization in real time of 
media that should be presented/played together, fol-
lowing their presentation scenario. 

• Linkage among the hypermedia objects or among the 
individual components of hypermedia documents, 
that drives the presentation through the various ob-
jects. 

Several models have been proposed for the integrated 
modeling of multimedia documents [10-12]. We propose a 
model for structuring multimedia documents that faces the 
above mentioned features in a unified way. The proposed 
model is realized by the use of a hypermedia presentation 
markup language. This markup language was designed 
and prototypely implemented as part of the design and 
development process of our prototype application for the 
on-demand delivery of hypermedia documents. 
Using the developed markup language for the modeling of 
hypermedia documents, we gain a flexible and interoper-
able, yet simple way to represent a pre-orchestrated mul-
timedia scenario, especially under the existence of a com-
panion authoring tool. This hypermedia markup language 
is influenced by HTML (HyperText Markup Language) 
and in a way, keeps its simplicity in constructing docu-
ments. A hypermedia document, as described by the 
model, is a text file which contains several tags and key-
words to indicate the specific form of the document, such 
as, indication of media type (text, image, audio, etc.), me-
dia placement and annotation, paragraph structuring, text 



form (fonts, size, alignment, headings, etc.) and other 
presentation options.  
The basic principles and construction elements of the lan-
guage are presented in more detail in [13, 14]. In the se-
quel, we show how a multimedia scenario is constructed 
using this markup language, and how a coherent playout 
presentation can be scheduled. 
Assume the following hypermedia scenario: Hypermedia 
document contains a formatted text that is always shown 
throughout the presentation. At the start of the presenta-
tion (relative time) the image I1 is shown having presenta-
tion duration di1. After the appearance of I1, in the time 
instant ti2 after the presentation start, image I2 is shown 
and kept on the display for duration di2. At time ta1 an au-
dio segment A1 should be heard synchronized with a video 
V of duration dV. The two media should start and stop 
playing at the same time. In the time ta2 an audio segment 
A2 plays out with duration da2. Figure 2 illustrates the 
graphical presentation of the scenario and its correspon-
dence in term of playout timelines. 
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FIGURE 2: ILLUSTRATION OF A SIMPLE SCENARIO 

Trying to transform the graphical notation of the scenario 
in terms of the described markup language, we result to 
the following part of language rules/expressions: 
<TEXT>  text_body </TEXT> 
<IMG> SOURCE=I1 ID=... STARTIME=0 DURATION=dI1 </IMG> 
<IMG> SOURCE=I2 ID=... STARTIME=tI2 DURATION=dI2 </IMG> 
<AU> SOURCE=A1 ID=... STARTIME=tA1 DURATION=dA1 </AU> 
<AU> SOURCE=A2 ID=... STARTIME=tA2 DURATION=dA2 </AU> 
<VI> SOURCE=V ID=... STARTIME=tV DURATION=dV </VI> 

At the client's side, in order to extract all the necessary 
timing information for the determination of the playout 
schedule, a preprocessing of the received presentation 
scenario is taken place. In this preprocessing, every media 
stream Si is recognized by its corresponding language rule 
and a struct Ei is informed. This struct contains stream's Si 
timing parameters like start time ti and duration di, corre-
sponding data position in the temporary storage mecha-
nisms (media buffers), and other useful information. Ac-
quiring this information, the playout scheduler process can 
arrange the presentation of each media stream according 
to its playout deadlines (that are expressed from the time 
instant ti). For each media stream Si, a concurrent presen-
tation process is creating, to play Si when its deadline ex-
pires. The playout algorithm can be described as below: 
for i = 0 to num_of_structs_Ei 

create_a_playout_thread {a playout process} 
wait until current_relative_presentation_time = ti {wait until 

presentation time arrives} 

play incoming stream Si in nominal rate for duration d1 
end_for 

However, the activation of a hyperlink by the user in a 
time instant th will interrupt the presentation of the sce-
nario, and trigger the operations for the presentation of the 
linked hypermedia document. 

4  BUFFERING SCHEME 
In the receiving edge of the service, the existence of a 
buffering mechanism is necessary. Incoming media data 
are temporally stored in multi-thread buffers. Every buffer 
thread has a different size according to the stored data 
characteristics. Media data are temporarily stored in the 
buffer to pass through a decoding procedure before being 
played. The main usage of a buffering scheme is to ac-
commodate, using a statistical resource reservation policy 
or by just upgrading or degrading queued media quality, 
measured or negotiated connection’s delay invariant be-
havior. Such variant delay may lead to synchronization or 
media presentation anomalies (jerky video, gaps in audio) 
due to buffer underflow. 
The media time window is used to smooth delays inserted 
by the network, operating system and other factors. In this 
way, the experienced delays affect (decrease) the specific 
media time window (buffer’s length) before affecting the 
quality of presentation and the synchronization. When the 
media time window decreases, some recovery actions may 
take place. Let p and q be the rates at which the buffer 
media is played and queued, respectively. Let also s be the 
queue size. When the queue size s reduces, which means 
that there is network congestion (thus buffer size comes 
near to underflow threshold, u), the playout rate p is con-
trolled by duplicating frames to keep a balance between 
buffers size and the network load. Another solution is to 
reduce media presentation rate p. Conversely, if queue 
size increases, due to network congestion reduction, the 
playout returns to its normal operation (without duplicat-
ing packets). When buffer size increases to the overflow 
limit, the application may drop frames from playing and 
decrease the rates of requested data. 

5  DESIGN SCHEMA AND FUNCTIONAL 
DESCRIPTION 
Results and conclusions derived from previous sections 
analysis contributed to the design and implementation of a 
framework for a distributed information services that 
make use of the hypermedia notation. Users actions that 
involve request for hypermedia document are recognized 
by the user actions interpreter, and an application packet is 
transferred to the appropriate server of the service. By 
arrival to the server, the request packet is parsed and a 
query is transferred to the media database manager, that 
retrieves the requested data. Depending on network's con-
dition, data can be transferred at the stored quality or can 
be decoded and coded again by dedicated devices, that 
reside to the corresponding media server, to decrease their 
bandwidth needs, thus the bandwidth load. Data are pack-
etized, and sent to client. At client's side, packets are de-



coded and data are temporarily stored in their correspond-
ing buffers. Queued data are manipulated by the presenta-
tion manager that holds hypermedia document's presenta-
tion scenario. Depending on data type, data are shown on 
the display by the Graphical User Interface (GUI) or 
played by appropriate devices (e.g. speakers). 
Buffer manager constantly monitors buffer’s occupation 
and in conjunction with the QoS monitor process extracts 
feedback information which is combined with information 
about connection parameters (delay, jitter, data loss) that 
are extracted from data packet headers in order to create 
the periodically receiver report. This report, contains sta-
tistical measurements concerning the delivery quality, and 
is sent to the media server. By examining this report in-
formation, the QoS manager of the server concludes 
whether it should degrade or upgrade the quality of data 
that are going to be delivered. 

6  IMPLEMENTATIONS ISSUES 
The proposed framework has been followed to the imple-
mentation of a prototype version of a hypermedia distrib-
uted application for educational purposes such as remote 
training and access to digital libraries. The prototype ad-
dresses most of the issues discussed in previous sections. 
The lessons are hypermedia documents and are con-
structed using the hypermedia representation markup lan-
guage described previously. To integrate the transfer of 
data and the application protocol, we use the Real-time 
Transfer Protocol (RTP) as a transport mechanism. RTP 
[15] is an Internet standard, and is used as an intermediate 
protocol that provides end-to-end transport functions suit-
able for applications transmitting real-time data such as 
audio and video. RTP is augmented by a control protocol 
(RTCP) to allow monitoring of the data delivery. We use 
RTCP to gain feedback information, useful for monitoring 
the connections parameters. RTP relies on other network 
protocols (e.g. TCP) to guarantee data transmission. RTP 
also provides mechanisms for timestamping and sequenc-
ing the transmitted packets, and indication of the transmit-
ted data payload type, which  is the coding format of the 
media object. 
We use these mechanisms to gain intramedia and interme-
dia synchronization using the timing information they pro-
vide through packet timestamping, as well as calculating 
statistical measurements about network's parameters like 
the transmission delay, jitter and packet loss. We use 
RTCP to send this feedback information to media servers 
and to realize the service's application protocol. 
Upon connection to the service, an authentication primi-
tive may be invoked at the server's side to check whether 
the user has the right to access the service. If not, the user 
can subscribe to the service accepting the pricing  policy. 

7  CONCLUSIONS AND FUTURE WORK 
We proposed a general framework that tries to identify 
and address all  the necessary issues regarding an on de-
mand delivery of orchestrated hypermedia documents. A 

hypermedia markup language, that models the spatio-
temporal attributes of such multiple media constructions, 
is proposed. The hypermedia markup language combines 
the simplicity in use with the interoperability and extensi-
bility of the model. Special policies were discussed to deal  
with network load conditions in order to maintain a stable 
presentation quality.  
Future work includes the extension of the markup lan-
guage to handle more complex presentation needs and will 
focus on the improvement of the synchronization method 
used as well as the implementation of a testbed application 
on broadband networks, such as ATM. 
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